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RESUMO

A previsdo do consumo de energia elétrica desempenha um papel importante no
gerenciamento eficaz dos recursos energéticos. Este estudo investiga métodos de
previsdo de consumo de energia elétrica aplicados no contexto brasileiro. Quatro
técnicas de previsdo amplamente reconhecidas foram exploradas: Suavizacéo
Exponencial, ARIMA (do inglés, Autoregressive Integrated Moving Average),
Maquinas de vetores de suporte (MVS) e Redes Neurais Artificiais (RNA). A andlise
teve inicio com a decomposicdo da série temporal, permitindo a identificacdo de
tendéncias, sazonalidades e variacbes aleatérias nos dados. A Suavizacéo
Exponencial de Holt-Winters e o modelo ARIMA foram utilizados para modelar os
aspectos temporais subjacentes. A técnica das Maquinas de Vetores de Suporte
(MVS) foi aprimorada por meio da otimizacao de parametros, resultando em previsdes
de alta precisdo e confiabilidade. Embora exigisse esforcos computacionais
significativos, o MVS demonstrou notavel capacidade na captura de relacdes
complexas. As RNA foram investigadas e emergiram como a abordagem mais eficaz,
fornecendo previsGes excepcionalmente precisas e robustas. O método se destacou
na captura de padrbes complexos e sequenciais, sendo a escolha preferencial para
prever o consumo de energia elétrica no Brasil. No entanto, a escolha final do modelo
deve considerar ndo apenas métricas de avaliacdo, como MSE (do inglés, Mean
Squared Error), MAE (do inglés, Mean Absolute Error), e RMSE (do inglés, Root Mean-
Squared Error), mas também a adaptacdo aos dados especificos e as demandas

computacionais.

Palavras-chave: consumo de energia elétrica; séries temporais; arima; suavizacao

exponencial; inteligéncia artificial.



ABSTRACT

The prediction of electricity consumption plays a crucial role in the effective
management of energy resources. This study investigates electricity consumption
forecasting methods applied in the Brazilian context. Four widely recognized
forecasting technigues were explored: Exponential Smoothing, ARIMA
(Autoregressive Integrated Moving Average), Support Vector Machines (SVM), and
Artificial Neural Networks (ANN). The analysis began with the decomposition of the
time series, allowing for the identification of trends, seasonality, and random variations
in the data. The Holt-Winters Exponential Smoothing and the ARIMA model were used
to model the underlying temporal aspects. The Support Vector Machines (SVM)
technique was enhanced through parameter optimization, resulting in highly accurate
and reliable forecasts. Although it required significant computational efforts, SVM
demonstrated remarkable capability in capturing complex relationships. ANN was
investigated and emerged as the most effective approach, providing exceptionally
precise and robust predictions. This method stood out in capturing complex and
sequential patterns, making it the preferred choice for forecasting electricity
consumption in Brazil. However, the final choice of the model should consider not only
evaluation metrics such as MSE (Mean Squared Error), MAE (Mean Absolute Error),
and RMSE (Root Mean-Squared Error) but also adaptation to specific data and

computational demands.

Keywords: electrical energy consumption; time series; arima; exponential smoothing;

artificial intelligence.
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1 INTRODUCAO

A preocupacdo com as mudancas climaticas se intensifica a cada dia no
cenario global, e a busca por solu¢cdes que levem a neutralidade climética tem se
tornado uma prioridade para muitos paises. No ano de 2023, o Governo Federal do
Brasil publicou diretrizes abrangentes para uma estratégia nacional voltada a
neutralidade climéatica. A principal proposta é adotar medidas abrangentes para
reduzir as emissdes de gases de efeito estufa e transformar a matriz energética
(Brasil, 2020). Uma das areas-chave contempladas nessas diretrizes € o setor de
energia. Reconhecendo sua importancia como um dos principais contribuintes para
as emissoes de gases de efeito estufa, uma série de medidas especificas foi proposta
visando a transicao para uma matriz energética mais sustentavel e renovavel (Brasil,
2020).

A matriz elétrica brasileira desempenha um papel importante na economia do
pais e abrange a geracao, transmisséo e distribuicao de energia elétrica. O Brasil tem
um enorme potencial de geracdo de energia renovavel, principalmente edlica e solar,
e tem feito avancos significativos nessa area. Em janeiro de 2022, a capacidade
instalada de energia edlica ultrapassou 20 GW (Machado, 2022). Dessa forma, o pais

ocupa a sétima posicdo em capacidade de energia edlica instalada.

Apesar dos avan¢os na geracdo de energia renovavel, o setor de energia
precisa de melhoria continua, aprimorando a gestdo de seus recursos. Uma das
estratégias de gestao de recursos é a adocao de praticas de eficiéncia energética, que
envolvem a implementacdo de medidas para reduzir o consumo de energia sem
comprometer a qualidade da entrega. O padrédo ISO (do inglés, International
Organization for Standardization) 50001 estabelece as melhores préticas para gestao
e eficiéncia energética e incentiva as organizacbes a desenvolver politicas e
processos para o uso mais eficiente de energia (ISO, 2018). Uma das maneiras de

atingir esse objetivo é utilizando métodos que podem auxiliar na previsao de consumo.

A previsdo do consumo de energia elétrica € uma ferramenta importante para
controlar a demanda e o consumo de eletricidade. Ela permite antecipar a evolugao
do consumo de energia e evitar o desperdicio (Klyuev et al., 2022). Isso é fundamental
para o gerenciamento eficaz dos recursos energéticos e o planejamento de um

fornecimento adequado. A projecdo pode ser utilizada para evitar interrup¢cdes no
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fornecimento de energia elétrica, otimizar a producéo e reduzir custos operacionais
(Carvalho, 2019).

No passado, técnicas como regressao linear, média movel e ARIMA foram
utilizadas para prever o consumo de energia. Essas técnicas funcionavam bem em
situacdes simples e estaveis, nas quais os padrdoes de consumo ndo mudavam com o
tempo. No entanto, a medida que os dados se tornaram mais complexos e novos
padrbes surgiram, essas técnicas comecaram a apresentar limitacbes (Mohamed;
Bodger, 2005).

As técnicas de inteligéncia artificial (IA) destacam-se por sua habilidade em
lidar com a complexidade dos dados de consumo energético. Elas conseguem
aprender e se adaptar aos padrdes dos dados historicos, permitindo previsdes mais
precisas. A IA e o ML (do inglés, Machine Learning) tém o potencial de revolucionar a
engenharia elétrica, trazendo inovacfes e melhorando a eficacia em diversas

aplicacoes (Ahmad et al., 2014).

Neste Trabalho de Conclusdo de Curso (TCC), utilizaremos dados historicos
do consumo de energia elétrica no Brasil para modelar e prever seu comportamento
futuro. O objetivo principal deste estudo é explorar uma variedade de abordagens,
utilizando tanto técnicas tradicionais de previsao (regressao linear e ARIMA) quanto

técnicas avancadas de IA, como RNA e MVS.

Para entender melhor o comportamento do consumo de energia elétrica ao
longo do tempo, utilizaremos a regressdo linear inicialmente. Esse método nos
permitira identificar tendéncias e padrdes lineares nos dados histéricos. O ARIMA sera
empregado para modelar séries temporais estacionarias, permitindo-nos capturar a
conexao entre os registros historicos e o0 comportamento atual do consumo de energia
elétrica. Essa técnica é especialmente (til para lidar com padrdes sazonais e ciclos
gue podem ter um impacto significativo no consumo de energia elétrica (Hyndman;

Athanasopoulos, 2021).

Utilizaremos também as técnicas RNA e MVS, que sdo métodos mais
avancgados. A RNA, inspirada no funcionamento do cérebro humano, possue varias
camadas de neurdnios interconectados, permitindo a identificacdo de padrdes néo
triviais nos dados e a previsao de comportamentos futuros. As MVS buscam encontrar
um hiperplano 6timo para separar diferentes classes de dados, proporcionando

previsdes mais precisas (Haykin, 1998).
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Inicialmente, cada uma dessas técnicas sera implementada e treinada
utilizando uma fracdo dos dados para teste. Durante 0 processo, ajustaremos 0sS
hiperparametros e otimizaremos o desempenho dos modelos para que possam lidar
adequadamente com os dados reais de consumo de energia elétrica no Brasil. 1sso
inclui a selecdo adequada de parametros, como neurénios em redes neurais, e
parametros de regularizacdo em modelos de Maquinas de Vetores de Suporte (Du et
al., 2018).

Depois, avaliaremos os resultados usando as métricas de desempenho de
MAE, RMSE e coeficiente de determinacédo (R?). Dessa maneira, iremos analisar o
desempenho das técnicas de RNA e MVS em relacédo a abordagem padréo e verificar
se elas trazem melhorias significativas na precisdo das previsbes do consumo
energético. Avaliaremos a preciséo, a habilidade em capturar padrées complexos nos

dados e a eficiéncia computacional de cada técnica.

Ao concluir este TCC, pretende-se realizar uma analise comparativa
abrangente entre as técnicas de RNA, MVS, ARIMA e suavizacdo exponencial,
aplicadas a previsdo de consumo de energia elétrica no cenario brasileiro. O processo
auxiliard na compreensdo das vantagens e limitacbes de cada técnica, oferecendo
perspectivas valiosas para aperfeicoar as praticas de previsao e colaborar com a

eficacia e sustentabilidade do setor elétrico.

1.1 MOTIVACAO

A andlise comparativa de métodos de previsdo para o consumo de energia
elétrica oferece informacgBes importantes para as empresas de energia no Brasil,
permitindo que tomem decisdes fundamentadas sobre a adocdo de tecnologias
avancadas. Ao considerar a capacidade de adaptacéo dessas técnicas as mudancas
continuas no setor, como variagfes na demanda, expansao das fontes renovaveis de
energia e mudancas climaticas, é possivel obter proje¢cdes mais precisas e tomar

decisdes mais eficientes.

A utilizacdo de técnicas avancadas de IA na previsdo de consumo de energia
elétrica no Brasil traz beneficios significativos, tanto em termos de precisao quanto de
eficiéncia operacional. A medida que o setor energético continua evoluindo, é

fundamental explorar e adotar abordagens inovadoras para enfrentar os desafios



15

futuros e garantir um fornecimento confiavel e sustentavel de energia elétrica. Neste
contexto, este estudo realiza previsdes de carga para a série histérica de consumo de
energia no Brasil, adotando abordagens estatisticas, como o ARIMA, e técnicas de
inteligéncia computacional, como o MVS, de maneira separada.

1.2 OBJETIVOS

1.2.1 Objetivo Geral

O objetivo principal deste trabalho é analisar e comparar técnicas de IA com
métodos tradicionais no &mbito da previsdo de consumo de energia elétrica no Brasil,

a fim de determinar a mais adequada ao cenario nacional.

1.2.2 Objetivos Especificos

e Comparar as técnicas de RNA e MVS com abordagens tradicionais na previsédo

do consumo de energia elétrica no Brasil.

e Comparar a acuracia das técnicas de IA com a abordagem padréao, utilizando
as métricas de avaliacdo, como Mean Absolute Error (MAE).

e Analisar a capacidade das técnicas de IA em capturar padrbes complexos e
sutis nos dados de consumo de energia elétrica, permitindo previsées mais

precisas e confiaveis.

e Fornecer informagdes relevantes que possam contribuir significativamente para
o aprimoramento das praticas de previsdo de energia elétrica, além de
colaborar para aumentar a eficiéncia e promover a sustentabilidade do setor

elétrico.

1.3 ESTRUTURA DO TRABALHO
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O presente trabalho esta dividido em seis capitulos. No primeiro capitulo,
apresentamos a contextualizacdo, os motivos e 0s objetivos do estudo sobre a
previsdo do consumo de energia elétrica no Brasil, destacando a importancia do tema
e a estrutura do trabalho. No segundo capitulo, realizamos uma analise sobre o
consumo e a demanda de energia elétrica no Brasil. No terceiro capitulo, oferecemos
uma fundamentacédo tedrica abrangente, apresentando o embasamento necessario
para a aplicacdo de técnicas de previsdo energética globais. No quarto capitulo,
detalhamos a metodologia, incluindo os procedimentos de coleta e analise de dados.
No quinto capitulo, apresentamos o projeto detalhado das técnicas aplicadas em
previsdes energéticas, com énfase nos modelos, hiperparametros ajustados, métricas
de desempenho e outras consideragfes relativas a modelagem. No sexto e ultimo
capitulo, concluimos o trabalho apresentando uma sintese geral dos resultados

obtidos ao longo do estudo.
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2 CENARIO DE CONSUMO E DEMANDA DE ENERGIA ELETRICA NO
BRASIL

2.1. COMPREENDENDO O CONSUMO E A DEMANDA NO SISTEMA
ELETRICO DE POTENCIA NO BRASIL

A rede elétrica moderna depende do Sistema Elétrico de Poténcia (SEP)
para garantir a transmissao, distribuicdo e geracéao eficientes de energia elétrica.
Uma das caracteristicas essenciais do SEP atual & o seu funcionamento trifasico
(Weedy, 2012).

Ao longo da histéria, o desenvolvimento do SEP foi impulsionado por
avancos tecnoldgicos e pela crescente demanda por eletricidade. No final do
século XIX, a eletricidade comecou a ser gerada em larga escala por meio de
usinas termoelétricas e hidrelétricas. A distribuicdo inicial da eletricidade era
limitada, ocorrendo principalmente em areas urbanas. No entanto, com o tempo,
a demanda por eletricidade aumentou, o que exigiu melhorias nas redes de
transmisséo e distribuicdo (Weedy, 2012).

O consumo e a demanda de energia elétrica sdo conceitos fundamentais
no SEP, com implicacdes diretas no fornecimento e no planejamento energético.
Compreender a diferenca entre esses dois termos é essencial para analisar o
uso de energia elétrica e suas tendéncias. Embora complementares, esses

conceitos apresentam diferencas (Oliveira; Silveira; Braga, 2000).

No contexto do SEP, tanto o consumo quanto a demanda de energia
elétrica sdo considerados para garantir a estabilidade e a confiabilidade do
sistema. Os operadores precisam monitorar e prever a demanda, levando em
conta os diferentes perfis de consumo ao longo do dia e do ano, a fim de planejar
e operar o sistema de forma eficiente. A demanda pode variar ao longo do tempo
devido a fatores sazonais, mudancas climaticas, atividades econdmicas e

eventos imprevisiveis (Weedy, 2012).

De acordo com Santos (2004), as mudancas significativas no SEP, devido

a insercdo crescente da geracgdo distribuida (GD), tém implicagbes diretas no
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consumo de energia elétrica. Essas transformac¢des ndo apenas aumentam a
complexidade do SEP, mas também podem influenciar os padrdes de consumo
e demanda de energia elétrica.

Em relacdo ao consumo de energia elétrica no Brasil, dados da Empresa
de Pesquisa Energética (EPE, 2023), ilustrados na Figura 1, mostram uma
tendéncia de aumento ao longo dos anos. No entanto, € importante observar que
em periodos, como os anos de 2014 a 2016, e entre 2019 e 2020 houve reducao
no consumo. Entre 2014 e 2016, a reducao do Produto Interno Bruto (PIB) pode
ter impactado negativamente o consumo de energia elétrica (Goncalves, 2004).
No entanto, a partir de 2017, com a retomada do crescimento econdmico, 0

consumo voltou a aumentar.

Figura 1 - Consumo de energia elétrica no Brasil (TWh) entre 2012 e 2021

Consumo da aenergia
gléirica no Brasil (TWh)

2016 2020 1022 Tempo|Anos)

Fonte: elaborada pela prépria autora

Esses exemplos destacam a dinamicidade do consumo de energia
elétrica, que € influenciado por fatores econb6micos, sociais e ambientais
(Oliveira; Silveira; Braga, 2000). A introducao da geracdo distribuida, como a
energia solar fotovoltaica, oferece uma alternativa mais sustentavel e localizada
para suprir parte das demandas de energia, contribuindo para a diversificagao
da matriz energética e para a reducado das emissdes de gases de efeito estufa
(Goncgalves, 2004).

2.2 CONSUMO DE ENERGIA ELETRICA NO BRASIL POR SETOR
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O consumo de energia elétrica no Brasil pode ser dividido em trés classes
de consumidores: residencial, comercial e industrial. Diversos estudos foram
conduzidos para analisar a demanda e o consumo de energia elétrica em cada
uma dessas classes, comparando os padrbes de consumo e demanda em

diferentes paises (Hansen, 2000).

No contexto brasileiro do consumo residencial, o crescimento econdmico
esta intimamente relacionado ao uso de energia elétrica. Esse crescimento tem
sido impulsionado pelo avanco tecnoldgico e pela reducdo dos custos de
eletrodomésticos, o que tem levado a melhorias na qualidade de vida e no
conforto das populacfes. No entanto, é importante ressaltar que o aumento do
consumo de energia elétrica ndo tem acompanhado de forma adequada o
crescimento da capacidade de geracéao e distribuicdo do pais (Ferreira; Borelli,
2015).

O consumo residencial de energia elétrica refere-se a utilizacdo de
eletricidade em residéncias e suas &reas adjacentes. Isso engloba o
funcionamento de eletrodomésticos e outros dispositivos elétricos relacionados
ao uso doméstico (Hansen, 2000). Segundo a pesquisa mencionada por Hobby
e Tucci (2011), o consumo de eletricidade em residéncias é grandemente
impactado pelo uso de sistemas de aquecimento e resfriamento. Em regiées com
climas mais quentes e umidos, o uso de ar-condicionado € mais intenso, levando

a um aumento no consumo de eletricidade.

Segundo Schmidt e Lima (2004), diferentemente da demanda residencial,
gue pode ser interpretada como um problema de maximizacdo de utilidade
sujeita a uma restricdo orcamentaria, a demanda comercial e industrial é
impulsionada pela necessidade de operar aparelhos elétricos e maquinas
especificas para a producdo de bens. O consumo industrial de energia elétrica
pode ser descrito como um problema de minimizag&o de custo, sujeito a um certo

nivel de producéo.

A demanda de energia elétrica no ambito industrial esta diretamente
ligada a producéo e as operacdes das industrias, estando relacionada a Quarta
Revolucéo Industrial. O conceito se refere a atual transformagé&o tecnologica em

larga escala, caracterizada pela convergéncia de avancos em areas como
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inteligéncia artificial, automacao e outras tecnologias. Essa transformacao tem
implicacdes no consumo de energia, uma vez que esta ocorrendo a automacao
de processos e a adocao de tecnologias capazes de aumentar a eficiéncia
energética e diminuir o consumo de energia elétrica (Dias et al., 2023). As
inovacOes estdo relacionadas a resolucdo do problema de minimizacdo de
custos, no qual as empresas buscam utilizar a energia elétrica de forma eficiente

para produzir (Schmidt; Lima, 2004).

O consumo de energia no setor comercial abrange uma variedade de
atividades e servicos. Esses setores dependem de energia elétrica para manter
seus sistemas e equipamentos em funcionamento, desde iluminacdo e
climatizacdo até equipamentos especificos para cada tipo de negdcio. O
consumo de energia varia de acordo com o tamanho dos equipamentos, o tempo
de operacdo diaria e a eficiéncia energética dos estabelecimentos (Ferreira;
Borelli, 2015).

A citacdo de Carvalho et al. (2010), ¢€ relevante para entender a alta
demanda de energia no setor comercial, especialmente em relacdo ao uso de
sistemas de ar condicionado e iluminacdo. No Brasil, os sistemas de ar
condicionado representam cerca de 70% (Carvalho; La Rovere; Gongalves,
2010)do consumo de energia em edificios comerciais, devido & necessidade de
manter ambientes confortaveis para as atividades comerciais. Além disso, 0s
sistemas de iluminacdo também desempenham um papel significativo, sendo
responsaveis por até 86% (Carvalho; La Rovere; Gongalves, 2010) do consumo
total de energia em locais como bancos e escritorios. Essa alta demanda
evidencia a importancia de adotar estratégias de eficiéncia energética e
tecnologias mais sustentaveis para minimizar o impacto ambiental e 0os custos

com energia no setor comercial.

A Figura 2 (EPE, [202-?]) ilustra 0 consumo de energia elétrica por setor
entre 2010 e 2022. Observa-se que o setor industrial € o maior consumidor de
energia elétrica; no entanto, quando analisado em termos percentuais, ha uma
tendéncia de diminuicdo dessa participacdo. Em 2004, o setor industrial
representava 47,1% do consumo total de energia elétrica, enquanto, no periodo

de 2010 a 2022, sua participagcdo mostrou uma reducédo. Em contraste, o setor
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residencial apresentou 0 maior crescimento, com um aumento de
aproximadamente 7% entre 2004 e o periodo de 2010 a 2022 (EPE, [202-7]).

Figura 2 - Consumo de energia elétrica no Brasil por setor entre 2010 e 2022

Outros 15,84% —,

Industrial 37,59%

Comercial 18,2% ——

Residencial 28,38% —

Fonte: EPE, [202-7]

Com base na Figura 2, podemos concluir que o setor industrial continua a
deter a maior demanda de energia elétrica no Brasil. No entanto, observa-se uma
tendéncia de diminuicdo dessa participacdo percentual quando comparado ao
ano de 2002. Em contraste, o setor residencial experimenta um crescimento
expressivo, ampliando sua participacdo no consumo total de energia elétrica.
Essa mudanca destaca a crescente importancia do setor residencial no consumo
energético do pais, refletindo transformacdes no perfil de consumo e,
possivelmente, a evolucdo das condicBes socioecondmicas e demograficas.

E importante destacar a necessidade de acompanhar e planejar
adequadamente o suprimento de energia elétrica para atender a essa crescente
demanda residencial, considerando a eficiéncia energética e a sustentabilidade
como diretrizes fundamentais. A analise do consumo de energia elétrica por setor
evidencia uma mudancga na composi¢cao do consumo ao longo do tempo, com
uma diminuigéo relativa do setor industrial e um crescimento expressivo do setor

residencial.

2.3 INFLUENCIAS NO CONSUMO DE ENERGIA ELETRICA
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Diversos aspectos exercem influéncia sobre o consumo de energia
elétrica, afetando diretamente as escolhas e demandas dos consumidores.
Podemos categorizar esses fatores em dois grupos principais: aqueles
relacionados a economia e demografia, e aqueles especificos do setor elétrico
(Abrahéo, 2020).

Uma das influéncias mais evidentes € a variacdo nos precos das fontes
energéticas e a disponibilidade de recursos naturais. Segundo Rodrigues et al.
(2015), a matriz energética de um pais esta sujeita a mudancas devido as
flutuacdes nos precos das fontes de energia e a quantidade de recursos naturais
disponiveis. A disponibilidade de recursos naturais, como rios para geracao
hidrelétrica, influencia a diversidade de fontes energéticas utilizadas. O governo,
em resposta a diminuicdo da acessibilidade financeira das fontes energéticas,
muitas vezes opta por aumentar o valor da taxa de luz, o que pode ter um impacto

direto no consumo de energia elétrica (Correia-Silva; Rodrigues, 2015).

Os precos das despesas com energia elétrica tém um impacto direto no
consumo, particularmente nos setores comercial e residencial, pois variacdes
nos precos podem afetar a demanda por energia elétrica e estimular praticas
mais eficientes (Oliveira; Silveira; Braga, 2000). A maioria dos consumidores
brasileiros, cerca de 85%, estd tomando medidas para reduzir o consumo de
energia, priorizando também a diminuicdo dos custos energéticos, de acordo

com relatorio da empresa EY (do inglés, Ernst & Young) (Brasil, 2023).

Outra influéncia importante € o desenvolvimento de tecnologias de
producdo e consumo eficientes. A crescente preocupacdo com questdes
ambientais tem levado a uma busca cada vez maior por eficiéncia no uso dos
recursos naturais. O desenvolvimento de tecnologias mais eficientes para a
producdo e o consumo de energia elétrica pode reduzir o consumo total de
energia, uma vez que equipamentos mais eficientes consomem menos energia

para realizar as mesmas tarefas (Abrah&o, 2020).

O contexto politico e as questdes ambientais também desempenham um
papel significativo no consumo de energia elétrica. Politicas governamentais
podem incentivar o uso de fontes renovaveis de energia, como foi o caso do

Programa Nacional do Alcool (Proélcool) no Brasil (Correia-Silva; Rodrigues,



23

2015). A conscientizacdo ambiental da populacdo influencia as escolhas
individuais em relacdo ao consumo de energia elétrica, levando a praticas mais

sustentaveis (Abrahao, 2020).

O desenvolvimento socioecondmico de um pais esta intimamente ligado
a demanda por energia elétrica. A medida que a economia cresce e as condi¢des
de vida da populacdo melhoram, a demanda por energia elétrica tende a
aumentar. Isso ocorre devido ao maior consumo de bens e servi¢os, bem como
ao uso mais frequente de equipamentos elétricos e eletrénicos (Francisco,
2010). E importante ressaltar que essas influéncias sdo complexas e inter-
relacionadas. As variagces nos precos das fontes energéticas, a disponibilidade
de recursos naturais, o0 desenvolvimento tecnolégico, as politicas
governamentais e o contexto socioeconémico sao apenas algumas das muitas
variaveis que podem afetar o consumo de energia elétrica. Compreender essas
influéncias e promover préticas sustentaveis de consumo de energia elétrica séo
desafios fundamentais para garantir o uso eficiente dos recursos e a

sustentabilidade ambiental (Altoé et al., 2017).

2.4 EFICIENCIA ENERGETICA E O CONSUMO

Eficiéncia energética é um principio e conjunto de praticas que tém como
objetivo otimizar o uso dos recursos energéticos, visando alcancar um
desempenho méximo e resultados finais com o menor consumo de energia
possivel (Ferreira; Borelli, 2015). Essa abordagem abrange a adocdo de
tecnologias mais eficientes, o aprimoramento dos processos produtivos, a
implementacgé&o de politicas publicas e a conscientizagdo dos consumidores. Seu
propésito € assegurar um uso sustentavel de energia, reduzindo custos,
minimizando impactos ambientais e promovendo a seguranca energética. Ao
buscar a eficiéncia energética, busca-se um equilibrio entre a demanda
crescente por energia e a necessidade de preservacédo dos recursos naturais e

do meio ambiente (Altoé et al., 2017).



24

No Brasil, foi criado o Programa de Eficiéncia Energética (PEE) da
Agéncia Nacional de Energia Elétrica (ANEEL) pela Lei n°® 9.991/2000, com o
objetivo de promover o uso eficiente de energia elétrica em todos os setores da
economia. Seu proposito é demonstrar a importancia e a viabilidade econémica
da melhoria da eficiéncia energética em equipamentos, processos e usos finais

de energia (Ferreira; Borelli, 2015).

Outro exemplo sobre como promover a eficiéncia energética utilizando
politicas e programas governamentais € o Programa Nacional de Conservacao
de Energia Elétrica (Procel). O seu objetivo € promover o uso racional de energia
elétrica e estimular a adocdo de tecnologias mais eficientes. Atua em diversas
frentes, como certificacdo de equipamentos, etiquetagem de eficiéncia
energética, capacitacao técnica e campanhas de conscientizacao (Brasil, 2023).
O Selo Procel de Economia de Energia, que certifica produtos e equipamentos
que apresentam alto desempenho em termos de eficiéncia energética (Ferreira;
Borelli, 2015), auxilia os consumidores na escolha de produtos mais eficientes e

contribui para a reducédo do consumo de energia elétrica no pais.

No ambito das novas tecnologias, podemos citar a Robética Avancada e
a IA; ambos tém desempenhado um papel cada vez mais relevante na busca
pela eficiéncia energética. Utilizando a flexibilidade e adaptabilidade dos robés,
€ possivel automatizar processos industriais, substituindo tarefas que
demandam maior consumo de energia por operacdes mais eficientes e precisas
(Dias et al., 2023). A aplicacdo de algoritmos de inteligéncia artificial permite o
desenvolvimento de sistemas inteligentes capazes de otimizar o uso de energia
em tempo real, levando em consideracdo as demandas e as condicdes
especificas do ambiente (Mat Daut et al., 2017). Essas tecnologias contribuem
significativamente para a redugcéo do consumo energético e para a promocao de

uma producdo mais sustentavel.
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3 FUNDAMENTACAO TEORICA

3.1 SERIES TEMPORAIS: CONCEITOS E CLASSIFICACAO

Uma série temporal representa a evolugdo de uma variavel ao longo do
tempo, com observacdes registradas em momentos distintos. Em outras
palavras, € uma colecédo de pontos de dados coletados em intervalos regulares
ao longo do tempo. A analise de séries temporais envolve o estudo dos padrdes
e tendéncias nos dados para fazer previsdes sobre valores futuros (Brown,
1959).

As séries temporais podem ser divididas em trés tipos principais:
multivariadas, continuas e discretas (Hamilton, 1994) Em séries temporais
multivariadas, varias variaveis sdo observadas simultaneamente ao longo do
tempo, permitindo a analise de suas interacbes complexas. Utilizadas em
monitoramentos em tempo real, as séries temporais continuas sdo compostas
por observacBes constantes e sem intervalos fixos ao longo do tempo
(Kirchgassner; Wolters; Hassler, 2013). As séries temporais discretas possuem
indices discretos e representam observacdes feitas em pontos especificos no
tempo. Ja as séries temporais continuas tém indices continuos e representam
observacdes registradas ao longo de um intervalo continuo de tempo. Por sua
vez, as séries temporais multivariadas consistem em mdltiplas variaveis de
interesse e requerem métodos estatisticos especificos para analise e previsdo
(Brown, 1959).

O objetivo da andlise de séries temporais € compreender como a série é
gerada e realizar previsdes sobre seu comportamento futuro, empregando
modelos apropriados. E uma ferramenta (til para a tomada de decisdes e o
planejamento estratégico em diversas areas, permitindo identificar tendéncias,
sazonalidades e anomalias, além de avaliar o impacto de eventos externos na
série. A escolha do modelo mais adequado depende dos objetivos da analise e

do tipo de série temporal em questao (Hamilton, 1994).
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3.1.1 Caracteristicas da série temporal no consumo de energia elétrica

Uma série temporal € composta por diferentes caracteristicas que
descrevem os padrdes presentes nos dados ao longo do tempo: tendéncia,
sazonalidade e ciclo (Brockwell; Davis, 2002). A tendéncia é um padréo de longo
prazo observado na série temporal, podendo ser positiva, indicando um aumento
gradual ao longo do tempo, ou negativa, representando uma queda gradual (Holt,
2004). No contexto do consumo de energia elétrica, a tendéncia pode ser
observada no aumento progressivo da eficiéncia energética em equipamentos e
sistemas elétricos, 0 que leva a uma diminuicdo na demanda e no preco de

energia para a mesma producgéo ou servi¢co (Nogales et al., 2002).

A sazonalidade ocorre quando a série temporal apresenta flutuacdes
regulares em determinados periodos de tempo, como mensalmente ou
trimestralmente. No consumo de energia, a sazonalidade € influenciada pelo
clima e pelos habitos de consumo das pessoas, apresentando um aumento
durante os meses mais frios ou mais quentes devido ao uso de aquecedores ou

ar-condicionado, por exemplo (Brown, 1959).

As flutuacgbes irregulares no consumo de energia elétrica ao longo do dia,
com aumento durante as horas de pico de atividade e queda durante a noite,
guando o consumo é menor, ndo sdo consideradas ciclos, mas sim variacées
diarias (Morettin; Toloi, 2020). Os ciclos, por sua vez, ocorrem em intervalos de
tempo de maneira irregular, mas nao estdo necessariamente associados a

medidas temporais especificas.

7

O componente aleatorio € imprevisivel e representa a variabilidade
aleatdria presente na série temporal. E a parte que ndo pode ser explicada pela
tendéncia ou pela sazonalidade e pode ser causada por flutuacdes aleatorias ou
erros de medicao (Kirchgassner; Wolters; Hassler, 2013). No consumo de
energia, 0 componente aleatdrio pode ser observado em eventos imprevisiveis,
como a ocorréncia de apagfes ou falhas no fornecimento de energia elétrica
(EPE, [202-7]).



27

A necessidade de identificar padrdes historicos e fatores que influenciam
0 consumo, como sazonalidade, torna a analise de séries temporais uma técnica
importante (Nogales et al., 2002). As informagBes obtidas com a andlise séo
utilizadas no desenvolvimento de modelos para prever com precisdo a demanda
futura por eletricidade em diferentes periodos de tempo, garantindo a
estabilidade do sistema elétrico e evitando interrupcées no fornecimento de

energia.

3.2 METODOS DE PREVISAO

Os métodos de previsdo sdo técnicas e abordagens utilizadas para fazer
estimativas ou previsdes sobre eventos ou quantidades futuras (Hyndman;

Athanasopoulos, 2021).

Segundo Hyndman (2011), os métodos de previsdo se dividem em dois
grupos: quantitativos e qualitativos. Os quantitativos aplicam-se com
informacdes numéricas disponiveis do passado, assumindo que padrdes
passados continuardo no futuro. Os qualitativos, por outro lado, sdo usados
guando ha falta de informacdes numéricas ou relacdes claras entre as variaveis,
ajustando previsdes quantitativas com base em informac¢des ndo incorporadas
ao modelo, utilizando abordagens estruturadas baseadas em julgamentos
especializados. As previsdes utilizando métodos de ambos os grupos séo

importantes para varios setores (Hyndman; Athanasopoulos, 2021).

No contexto da previsdo de consumo de energia elétrica, a analise de
séries temporais € um método quantitativo (Hyndman, 2010), utilizado em boa
parte das técnicas tradicionais para entender o comportamento passado e
extrapolar esses padrbes para fazer previsdes futuras (Mohamed; Bodger,
2005). O método de suavizagdo exponencial € um exemplo de abordagem que
usa séries temporais para previsdo (DAUT et al., 2017). Esse método explora as
informagdes contidas nos dados histéricos, como as tendéncias e os padrdes

sazonais, para estimar o consumo futuro de energia elétrica (Klyuev et al., 2022).
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Os modelos autoregressivos e de média movel, quando combinados em
um modelo Auto Regressivo de Média Movel (ARMA), sdo amplamente
explorados nessa abordagem (Cai, 2020). O modelo ARMA é utilizado para
capturar a dependéncia linear entre os valores passados da carga e os valores
futuros. A versdo aprimorada do ARMA, conhecida como ARIMA, é aplicada
quando o processo de carga € nao estacionario, exigindo uma etapa de
diferenciac@o para tornar o processo estacionario (Hyndman; Athanasopoulos,
2021).

O método de regressado € amplamente utilizado na abordagem baseada
no relacionamento entre variaveis. Esse método permite estabelecer uma
relacdo entre uma variavel dependente (resposta) e uma ou mais variaveis
independentes (preditoras). Na previsdo de carga elétrica, a variavel dependente
pode ser representada pelo consumo de energia ou preco da eletricidade,
enquanto as variaveis independentes estdo geralmente relacionadas ao clima,

como temperatura ou precipitacdo (Dong; Krzyzak; Suen, 2005).

Existem duas formas comuns de regressao utilizadas nessa abordagem:
Regressao Linear (RL) e Regresséo Linear Multipla (RLM). A RL é a forma mais
simples, em que apenas uma variavel independente é considerada. J4 a
regressao multipla envolve o uso de varias variaveis independentes para estimar
a variavel dependente por meio de uma equacao de regressédo (Dong; Krzyzak;
Suen, 2005). De acordo com Li et al. (2020), o RLM pode ser utilizado para prever
0s componentes de baixa frequéncia do consumo de energia, obtidos por meio
da decomposicdo da carga elétrica. Esses componentes representam a
tendéncia geral das mudancas no consumo e podem ser previstos de forma

rapida pelo RLM.

Outra abordagem mencionada por Klyuev et al. (Klyuev et al., 2022) é a
andlise de correlacdo Gray, apresentada em um estudo sobre previsdo do
consumo de eletricidade por setor industrial na China. O modelo de Gray é uma
técnica de modelagem baseada em equacdes diferenciais de primeira ordem
para realizar previsdes (Lin; Liu, 2005). O modelo levou em consideracéo fatores

socioeconémicos que afetam a producdo industrial. Essas previsdes foram
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criadas para cada setor da economia, levando em consideracdo diferentes

cenarios de desenvolvimento (Xiao et al., 2018).

O modelo Gray permite a constru¢do de previsbes com base em uma
pequena quantidade de dados, superando meétodos classicos de previsao
(Brockwell; Davis, 2002). O modelo diferencia-se dos métodos estatisticos
tradicionais ao introduzir o conceito de derivadas de Gray, permitindo que se
estabelecam modelos semelhantes a equacdes diferenciais para sequéncias de
dados discretos (Lin; Liu, 2005). O modelo leva em consideracdo fatores

socioecondmicos que afetam a producao industrial (Brockwell; Davis, 2002).

A éarvore de decisdo € um modelo de aprendizado de maquina e um
método para realizar previsdes, utilizando a analise de dados e na tomada de
decisdes. Ela é construida com base em uma estrutura em forma de arvore, em
que cada no representa uma decisdo ou um atributo, e cada ramo representa
uma possivel resposta ou resultado dessa decisao (Cai, 2020). A metodologia é
reconhecida como uma forma eficiente de suporte a decisdo em sistemas de
producdo. De acordo com Tso (2007), € possivel coletar detalhes sobre o0s niveis
de posse e classificacfes de poténcia dos eletrodomésticos, e os padrées de
uso registrados em diérios para determinar o consumo de energia em Hong
Kong. A arvore de decisédo pode ser comparada com outras abordagens, como
as redes neurais, para avaliar sua precisao na previsdo do consumo de energia
elétrica (Tso; Yau, 2007).

Alves, Lotufo e Lopes (2013) mencionam a utilizacdo de redes neurais
como uma importante metodologia baseada em algoritmos de aprendizado de
maquina. Elas sdo destacadas como uma abordagem poderosa para
mapeamento de variaveis, capaz de capturar padrdes complexos e
comportamentos nado lineares em dados de séries temporais (Nogales et al.,
2002). Outro método abordado por Li et al. (2012) sdo as MVS, o que amplia as

possibilidades de anélise e previsdo em diferentes contextos..

Os algoritmos e técnicas abordadas anteriormente podem ser
combinadas entre si e com outros métodos para obter um desempenho superior
na previsdo de consumo de energia elétrica. O estudo sobre previsdo anual de

carga elétrica propds um modelo hibrido para prever o consumo anual de
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eletricidade usando os algoritmos de LSSVM (do inglés, Least Squares Support
Vector Machine) e de FOA (do inglés, Fruit Fly Optimization Algorithm). O modelo
hibrido superou os modelos de regresséo, o modelo LSSVM sem a aplicagédo de
abordagens metaheuristicas para a otimizacao de parametros e outros métodos.
O FOA se mostrou um poderoso meétodo evolutivo para otimizacéo de funcbes
em um dominio continuo, como confirmado no estudo descrito em (Li et al.,
2012).

A previsdo de consumo de energia elétrica € um campo em constante
evolucao, impulsionado pelos avancos na area de inteligéncia artificial e
aprendizado de maquina. A combinacdo de abordagens tradicionais e técnicas
mais avancadas tem se mostrado promissora na obtencdo de previsbes mais
precisas (Mohamed; Bodger, 2005). A medida que novas pesquisas S&0
realizadas e novas técnicas sdo desenvolvidas, espera-se que a precisdo das
previsdes melhore ainda mais, possibilitando uma gestdo mais eficiente e
sustentavel do consumo de energia elétrica (DAUT et al., 2017). A incorporacéo
de métodos de inteligéncia artificial pode aprimorar significativamente as
capacidades de previsdo e andlise em varias areas de estudo (Barak; Sadegh,
2016). A seguir, sera apresentada uma revisdo bibliografica mais detalhada dos

métodos de previsao que serdo aplicados neste trabalho.

3.3 METODO DE SUAVIZACAO EXPONENCIAL

Proposta no final da década de 1950 por Brown, Holt e Winters (Hyndman;
Athanasopoulos, 2021), a suavizacdo exponencial € um método de previsao
amplamente utilizado em séries temporais. O método consiste em criar previsdes
de valores futuros por meio de médias ponderadas de observacdes anteriores
(Winters, 1960). As observacdes mais recentes possuem um peso maior,
atribuido por parametros, na determinagéo das previsdes do que as observacdes
mais antigas. O método pode ser dividido em trés tipos diferentes: Suavizacéo
Exponencial Simples, Suavizacdo Exponencial de Holt e Suavizagao
Exponencial de Holt-Winters.

A Suavizacao Exponencial Simples € um modelo basico indicado quando

nao ha tendéncia pronunciada ou sazonalidade evidente nos registros da série
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(Brown, 1959). Nesses casos, esse método € adequado para obter previsdes,
pois se baseia na média ponderada das observacdes passadas, sem considerar
explicitamente elementos de tendéncia ou sazonalidade. A formula matematica

geral para a suavizacao exponencial simples é retratada na Equacéo 1.

Vi =ayeta(l—a)y,, +a(l— a)ZYt—2+- - (1)

No qual y,,,, € a previséo, y;, yY;—1 € Y:—, Sao 0s valores previamente
observados da série temporal e a é o fator de suavizagao. O fator de suavizacéo,
a, € responsavel por controlar a taxa de decrescimento exponencial de
observacdes anteriores. O valor de a varia entre 0 e 1 e € calculado com base
na natureza da série e no objetivo da previsdo. Quanto maior o valor de a, mais
peso € dado as observacdes recentes, e vice-versa para valores menores de a
(Makridakis; Hibon, 1997).

Quando entendemos como a Suavizacdo Exponencial Simples funciona,
podemos utilizad-la como uma ferramenta inicial para prever séries temporais com
caracteristicas especificas. E uma abordagem simples e eficaz, mas devemos
lembrar que a escolha desse modelo deve considerar a natureza dos dados e
verificar se existem tendéncias, sazonalidades ou outros padrdes relevantes na

série temporal em questdo (Morettin; Toloi, 2020).

Em 1957, Charles Holt ampliou 0 modelo de suavizacdo exponencial
simples para incluir um componente de tendéncia. O método de Holt pode ser
expresso de forma semelhante a suavizacdo exponencial simples (Makridakis;
Hibon, 1997). Essa extensédo adiciona um componente de tendéncia, permitindo
gue o modelo capture mudancas ao longo do tempo e gere previsées mais
realistas. Em vez de previsdes estaticas, 0 método considera a tendéncia da
série temporal, resultando em uma previséo linear baseada no passo de tempo.
Esse avanco tornou o método mais adequado para séries temporais com
tendéncias visiveis (Hyndman; Athanasopoulos, 2021). As equacfes para
calcular a previsdo com componente de tendéncia, b;, sdo dadas pela Equacéo

2 e Equacéao 3.
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Vean = le + hbe, Iy = ay, + (1 — a)(le—1 + be—1) (2)

by =Bl —li—1) + (1 — B)bs_1. 3)

Na Equacgéo 3, b; representa o componente de tendéncia previsto no
tempo t, enquanto b,_, é a tendéncia prevista no instante anterior. O parametro
p € o fator de suavizacdo de tendéncia, variando entre 0 e 1. A equacao de
tendéncia é calculada com base na variacdo passo a passo no componente de
nivel da série temporal. Com a inclusdo do componente de tendéncia
multiplicado pelo passo de tempo h na equagao y.,, = l; + hb;, as previsdes
deixam de ser estaticas e passam a ser uma funcao linear de h (HO; XIE; GOH,
2002).

Os modelos de previsdo apresentados anteriormente ndo consideravam
a sazonalidade dos dados, 0 que limitava sua precisdo em séries temporais com
padrbes sazonais. Para superar essa limitacéo, foi desenvolvido o método Holt-
Winters, uma evolu¢do do método de Holt que incorpora um indice sazonal as
equacdes de previsdo (Hyndman; Athanasopoulos, 2021). Esse modelo utiliza
equacles de suavizacdo para estimar trés componentes principais: o nivel, a
tendéncia e o componente sazonal dos dados. As equacdes sao ajustadas por
meio de parametros de suavizagdo, incluindo o fator de suavizacdo da
sazonalidade (y), além dos parametros de nivel e tendéncia previamente

mencionados (Winters, 1960).

Esse método apresenta dois modelos: o aditivo e o multiplicativo. A
principal diferenca entre eles esta no tamanho das flutuacdes de sazonalidade.
No modelo aditivo, essas flutuacdes sédo mais constantes, enquanto no modelo
multiplicativo elas sdo proporcionais ao valor da série temporal naquele

momento especifico (Hyndman; Athanasopoulos, 2021).

A equacédo de nivel calcula uma média ponderada entre a observacéo
ajustada sazonalmente e a previsao nao sazonal para cada tempo t. A equagéo
de tendéncia é idéntica ao método linear de Holt. Ja a equacgéo sazonal calcula
uma média ponderada entre o indice sazonal atual e o indice sazonal da mesma

estacdo do ano passado. A frequéncia da sazonalidade, representada por m,



33

indica 0 numero de periodos em um ciclo sazonal. Na Tabela 1, estédo
apresentadas as equacOes gerais de nivel, tendéncia e sazonal utilizadas em

ambos os métodos (Hyndman; Athanasopoulos, 2021).

Tabela 1 - Equac8es do Método Aditivo e Multiplicativo do Holt-Winters

Equacéao Método Aditivo Método Multiplicativo
Geral 37t+h|t =l +hb, + St+h-m(k+1) yt+h|t =+ hbt)st+h—m(k+1)
Nivel L=a@;—siem) + A=)y + bey) b= a(sztm) + (A —a)(le—y + b-1)
Tendencia b= Bl = L) + (1= Bby s b= Bl —lit) + (1 = B)brs
Sazonal St =YWe = licy —be_y) + (1 = ¥)Stm Se = y(li—tb) + (A= Y)Se-m
=1 =1

Fonte: elaborada pela prépria autora

O método de suavizacao exponencial € amplamente utilizado em diversas
areas, como economia, financas e previsdo de demanda, sendo uma ferramenta
valiosa para auxiliar na tomada de decisdes e no planejamento estratégico. Ao
fornecer previsdes precisas e confidveis, esse método se torna uma opcao
importante para muitas empresas. No entanto, € fundamental compreender as
equacBes e parametros envolvidos para aplica-lo de forma eficaz (Werner;
Ribeiro, 2003).

3.4 MODELO ARIMA

O modelo ARIMA é uma classe de modelos matematicos utilizados para
analisar e prever séries temporais. O método combina componentes
autoregressivos, de média movel e de diferenciacdo (Werner; Ribeiro, 2003).
Esses componentes foram desenvolvidos para capturar a autocorrelacao entre
os valores da série temporal, abrangendo tendéncias, sazonalidades e
flutuacdes aleatorias nos dados. Isso possibilita realizar previsdes futuras com
base no comportamento historico da série (Werner; Ribeiro, 2003). O modelo
ARIMA é amplamente aplicado em diversas éareas, como economia e
engenharia, para analisar tendéncias, padrdes sazonais e comportamentos

complexos em dados sequenciais ao longo do tempo (Brown, 1959).
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Os termos autoregressivo e de meédia movel sdo componentes
fundamentais do modelo ARIMA e sdo usados para modelar a dependéncia
linear entre as observacdes de uma série temporal. O termo autoregressivo €
responsavel por capturar a relagcdo linear entre os valores passados e presentes
da série temporal. O termo de média movel é utilizado para capturar a relacao
linear entre os erros passados e presentes da série temporal (Morettin; Toloi,
2020).

A estacionaridade do método € utilizada para prever o futuro com base
em dados anteriores, assumindo que a média e a variancia dos valores séo
constantes ao longo do tempo, utilizando conceitos de diferenciacdo (Barak;
Sadegh, 2016). A estacionaridade € importante em séries temporais, pois muitos
modelos de previsdo assumem que a série € estacionaria. No entanto, muitas
séries temporais apresentam tendéncias e sazonalidades que as tornam nao
estacionarias. A diferenciacdo é um processo de transformacdo da série
temporal para torna-la estacionaria. O método mais comum envolve subtrair
cada valor da série pelo valor anterior (Meloni, 2017). O modelo matematico

resultante do método é a Equacéao 4.

yé =Cc+ Qlyt{—l + 91€t_1+. . +9q€t_q + Et. (4)

No qual, y{ , representa a série diferenciada e captura @,y;_, , que reflete
a dependéncia do valor anterior de y. O termo 6;¢;_; considera o impacto dos
erros passados sobre a variavel atual, enquanto € é o erro branco no tempo t.
(Hyndman; Athanasopoulos, 2021). O modelo ARIMA utiliza trés valores inteiros
para realizar a parametrizacao: p, d e q. Esses valores sdo importantes porque
definem as caracteristicas da série temporal que serdo consideradas no modelo,
e variam de acordo com o cenario (Berwick, 200-7?).

1. Parametro p: O namero de termos auto-regressivos (Hyndman;

Athanasopoulos, 2021). No contexto da previsdo de consumo de energia,

o0 parametro p pode representar o numero de valores anteriores de

consumo de energia que sao utilizados para prever o consumo futuro. Por

exemplo, se p for igual a 2, o modelo ARIMA levara em consideragao os
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dois valores anteriores de consumo de energia para prever o consumo
futuro (Box et al., 2015).

2. Parametro d: O numero de vezes que a série temporal é
diferenciada. Na previsdo do consumo de energia, o parametro d denota
a quantidade de diferenciacdes realizadas na série temporal de consumo
de energia para alcancar a estacionaridade (Barak; Sadegh, 2016). A
estacionariedade € importante para a aplicacdo do modelo ARIMA, pois
permite que os padrbes da série temporal sejam mais facilmente
identificados e utilizados para prever valores futuros (Hyndman;
Athanasopoulos, 2021).

3. Parametro q: O numero de termos de média moével (Hyndman;
Athanasopoulos, 2021). Na previsdo do consumo de energia, o parametro
gqgqg pode corresponder ao numero de erros passados da série temporal
de consumo de energia utilizados para fazer a previsdo do consumo futuro
(Barak; Sadegh, 2016). Por exemplo, se qqq for igual a 1, o modelo
ARIMA levarad em consideracdo o erro mais recente da previsao anterior

para prever o consumo futuro (Box et al., 2015).

Para definir os par@metros, é necessario realizar uma analise cuidadosa
dos dados, identificar a ordem dos termos auto-regressivos, integrados e de
média movel, e avaliar a estacionariedade e a presenca de sazonalidade na série
temporal. A metodologia Box-Jenkins fornece um conjunto de técnicas e critérios
para auxiliar na escolha dos parametros mais adequados para o modelo ARIMA
(Makridakis; Hibon, 1997).

A metodologia Box-Jenkins € uma abordagem iterativa para construcdo
de modelos de previsao de séries temporais. Ela é dividida em quatro etapas
principais: identificacdo, estimacéo, verificacdo e previsao. Primeiramente, na
etapa de identificacdo, sdo exploradas as fungcdes ACF (do inglés,
Autocorrelation Function) e PACF (do inglés, Partial Autocorrelation Function)
para determinar o modelo mais adequado que descreve o comportamento da
série temporal. Em seguida, na etapa de estimagéo, os parametros do modelo
ARIMA séo estimados (HO; XIE; GOH, 2002).
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A partir das analises realizadas nas duas primeiras etapas, é possivel
determinar o valor de d, necessario para tornar a série estacionaria. Em seguida,
é possivel utilizar as funcbes de ACF e a de PACF para identificar os valores de
p e g. O valor de p € determinado pelo nimero de termos de autocorrelagédo
significativos no autocorrelacdo parcial, enquanto o valor de g é determinado
pelo numero de termos de autocorrelacdo significativos na autocorrelacéo
(Berwick, 200-?). E importante ressaltar que a escolha dos valores de p, d e q
pode ser um processo iterativo, sendo recomendavel testar diferentes
combinac¢des de parametros e avaliar o desempenho do modelo por meio de
métricas como o MAE e o MSE (Berwick, 200-7?).

Em seguida, realiza-se a etapa de verificacdo, na qual avalia-se se o
modelo estimado consegue representar de maneira adequada o comportamento
dos dados. Essa verificagdo é crucial, pois, caso o modelo ndo seja satisfatério,
€ necessario retornar a fase de identificacéo e repetir o ciclo até que um modelo
adequado seja obtido (Makridakis; Hibon, 1997).

Figura 3 - Representacdo esquematica da metodologia de Box-Jenkins
Postular uma

classe geral
para o modelo

Y

o Identificar o

modelo a ser
tentado

Y
Estimar os
parametros do
modelo

Y

Nio Checarse o
modelo &
adequado

Sim
Y
Utilizar o modelo para
previsio

Fonte: Adaptado de Makridakis e Hibon (1997)

Na Figura 3, é apresentada a representacdo esquematica do modelo de

Box-Jenkins, que ilustra as principais etapas do processo de analise e previsao
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de séries temporais. Essa metodologia oferece uma abordagem sistematica e
iterativa para a andlise e previsdo de séries temporais, proporcionando
resultados confidveis que apoiam a tomada de decis6es (Makridakis; Hibon,
1997).

Embora o ARIMA seja uma técnica poderosa, sua eficdcia depende da
qualidade dos dados e da escolha adequada dos parametros do modelo. E
importante lembrar que as previsbes geradas pelo ARIMA sao apenas
estimativas e ndo garantem resultados precisos. E uma ferramenta util para
andlise e previsdo de séries temporais, mas deve ser utilizada com cuidado e
avaliada juntamente com outras técnicas e informacdes relevantes (Barak;
Sadegh, 2016).

3.5 MAQUINAS DE VETORES DE SUPORTE

De acordo com Jakkula (2006), as Maquinas de Vetores de Suporte foram
propostas pela primeira vez em 1992 e s&o um tipo de modelo de aprendizado
de maquina supervisionado. A principal ideia por trds das MVS é encontrar um
hiperplano de separacdo que possa dividir os dados em diferentes classes
(Haykin, 1998). Para entender melhor esse principio, é importante compreender

o conceito de hiperplano de separacao e sua importancia na classificacao.

Um hiperplano € uma superficie que divide o espaco nas dimensdes nas
quais os dados estdo localizados. Em um problema de classificagdo binaria,
existem apenas duas classes, e um hiperplano de separacédo pode ser uma linha,
um plano ou uma superficie que separa as classes de dados. E importante
ressaltar que o hiperplano ndo € uma linha que passa necessariamente pelos

dados, mas sim uma superficie que separa as classes (Du et al., 2018).

A margem de separacao € a distancia entre o hiperplano de separacao e
0S pontos mais proximos de cada classe. O objetivo das MVS é encontrar o
hiperplano que maximize essa margem de separacdo. Isso é considerado
importante porque um maior espaco entre as classes resulta em uma melhor

generalizagdo do modelo e maior tolerancia a erros de classificagdo (Meloni,
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2017). O principio da margem maxima € o conceito central das MVS. Para isso,
as MVS maximizam a margem enguanto garantem que o hiperplano de
separacdo ndo cometa erros de classificacdo nesses pontos mais proximos de

cada classe, chamados vetores de suporte (Mcculloch; Pitts, 1943).

Os vetores de suporte sédo os pontos de dados de treinamento que estao
mais proximos do hiperplano de separacédo. Esses pontos séo criticos para a
determinacao do hiperplano, pois definem sua posicéo e orientacdo. Os vetores
de suporte sdo chamados assim porque Sdo 0S pontos que "sustentam" ou

"suportam" o hiperplano de separacédo (Lorena; Carvalho, 2003).

A localizacdo dos vetores de suporte é fundamental na MVS, pois eles
influenciam o célculo e a determinacdo do hiperplano de separag¢do. Todos 0s
outros pontos de treinamento que ndo sdo vetores de suporte ndo afetam
diretamente o posicionamento do hiperplano, mas afetam a margem e a

capacidade de generalizagdo do modelo (Meloni, 2017).

Figura 4 - Representagcdo de MVS com margem larga e MVS com margem estreita
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Fonte: elaborada pela propria autora

Na Figura 4, podemos observar duas classes de pontos de dados
diferentes, sendo que cada classe é representada por uma cor distinta. No lado
direito, temos uma representacdo com uma margem estreita (Berwick, 200-?).
Isso pode causar overfitting (sobreajuste) no modelo, ou seja, ele pode se ajustar
excessivamente aos dados de treinamento, mas apresentar um desempenho
inferior ao lidar com dados novos ou de teste. Na imagem a direita, vemos uma

magquina de vetores de suporte com uma margem larga, e podemos visualizar
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0s vetores de suporte, o que significa que € possivel separar as classes de
pontos de dados de maneira mais eficaz. Essa margem mais ampla permite que
a maquina de vetores de suporte seja mais tolerante a erros de classificacdo e
consiga classificar mais pontos de dados corretamente (Haykin, 1998).

Uma das principais vantagens das MVS é a capacidade de lidar com
dados de alta dimenséao, o que significa que elas podem lidar com conjuntos de
dados com muitas caracteristicas. O hiperplano maximizado permite que as MVS
manipulem dados néo lineares. Além disso, elas séo eficientes em termos de
tempo de execucao, o que significa que podem ser usadas em grandes conjuntos
de dados. Isso € possivel porque as MVS utilizam apenas um subconjunto dos
pontos de dados para encontrar o hiperplano que separa as classes, utilizando
os vetores de suporte (Lorena; Carvalho, 2003).

Para lidar com espacos de alta dimenséo, as MVS utilizam o conceito de
kernels, que sao funcdes que mapeiam os dados para espacos de alta dimenséao
(Haykin, 2002). Isso permite que a MVS encontre um hiperplano que separa 0s
dados em um espaco dimensional superior, mesmo que os dados originais ndo
sejam linearmente separaveis. Existem varios tipos de kernels, incluindo kernels
lineares e polinomiais. Cada tipo de kernel tem suas préprias vantagens e
desvantagens, e diferentes kernels podem ser usados dependendo das

caracteristicas dos dados.

No entanto, € importante experimentar diferentes tipos de kernels para
encontrar o que funciona melhor para o problema especifico (Berwick, 200-?). A
capacidade de classificacdo das MVS em diversas categorias torna essa técnica
atil em varias aplicacdes, incluindo a previsédo de diferentes grandezas, como o
consumo de energia. Ao lidar com dados complexos e variados, as MVS nao
fazem suposicdes rigidas sobre a distribuicdo dos dados, 0 que as torna uma
abordagem valiosa em cenarios em que os padrdes podem ser altamente nao

lineares e imprevisiveis (Fleck et al., 2016)..

A utilizacdo das MVS na previsdo de diferentes grandezas € uma
ferramenta inestimavel, uma vez que permite a criagdo de modelos resilientes
diante de imperfeicbes e erros de medigcédo, proporcionando resultados mais

precisos e confiaveis. Sua capacidade de prever varias categorias de dados
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ajuda a otimizar o gerenciamento dos recursos e a tomar decisdes estratégicas
em diversas areas (Ahmad et al., 2014). E uma abordagem poderosa e confiavel
para enfrentar os desafios complexos da previsao, oferecendo uma contribuicdo
significativa para a eficiéncia e confiabilidade dos sistemas. Sua aplicagao em
diversas areas evidencia sua extrema relevancia, proporcionando beneficios

significativos para a sociedade em varias situacoes.

3.6 REDE NEURAL ARTIFICIAL

O cérebro humano é composto por bilhdes de neurbnios que se
comunicam por meio de sinapses excitatorias e inibitorias. Quando o efeito
cumulativo das sinapses excitatérias que chegam a um neurdnio excede um
valor limite, o neurdnio dispara e envia um sinal para outros neurdnios. Esse
processo de comunicagdo entre neurbnios é fundamental para a realizacéo de
funcbes como pensamento, movimento, percepcdo e emocdo. O cérebro
humano é capaz de se adaptar e mudar ao longo do tempo, criando novas
conexdes sinapticas e modificando as existentes em resposta a estimulos e
experiéncias (Haykin, 1998).

De acordo com Haykin (1998), as redes neurais sdao modelos
computacionais inspirados no cérebro humano, capazes de aprender e executar
tarefas complexas, como classificagéo, reconhecimento de padrdes e previsao.
A histéria dessas redes remonta aos anos 1940, quando Warren McCulloch e
Walter Pitts publicaram um artigo pioneiro descrevendo um modelo de neurdnio
artificial que serviria de base para a construcao de redes neurais. Desde entéo,
o desenvolvimento e a aplicacdo das redes neurais tém sido uma area de grande

interesse e progresso na ciéncia e tecnologia (McCulloch; Pitts, 1943).

A estrutura fundamental de uma rede neural € composta por neurdnios,
camadas e conexdes. Os neurbnios desempenham o papel crucial de unidades
de processamento nas redes neurais. Eles atuam como recebedores de um ou
mais sinais de entrada, realizam calculos e transformacgfes internas nesses
sinais e, em resposta, geram um sinal de saida correspondente. As camadas

sdo agrupamentos de neurdnios responsaveis por trabalhar em conjunto para
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processar 0s sinais de entrada e produzir sinais de saida, os quais sao
encaminhados para a proxima camada. As conexfes, por sua vez, sdo 0s canais
que interligam os neurdnios, permitindo a transmissao dos sinais de uma camada

para outra (Du et al., 2018).

A representagcdo de um neurdnio artificial é composta por diversos
elementos, como é possivel observar na Figura 5. Primeiramente, o neurdnio
recebe um conjunto de valores de entrada, representados por um vetor de
nameros, sendo que cada valor é associado a um peso sinaptico. Esses pesos
indicam a importancia relativa de cada dado para o processamento do neurénio,

podendo ser positivos ou negativos (Haykin, 1998).

Figura 5 - Representacao de um neur6nio artificial
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Fonte: Adaptado de Haykin (1998)

ApoOs receber as entradas ponderadas pelos pesos, 0 neurbnio realiza
uma operacdo de agregacdo, somando os valores resultantes. Essa soma
ponderada é o produto da combinacéo linear das entradas e pesos sinapticos, e
ela representa a "excita¢do" ou "inibicdo" do neurénio com base nas informacdes

recebidas (Hyndman; Athanasopoulos, 2021).
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Em seguida, € aplicada uma funcao de ativacédo que, de acordo com Fleck
et al. (2016), estabelece o limite para os valores de saida de um neurdnio. Uma
funcdo de ativagdo € aplicada a cada neurdnio para determinar se ele deve ser
ativado ou ndo. Ela introduz n&o-linearidade na rede, o que é importante para
que a rede possa aprender a partir de dados nédo lineares. Existem varias
funcdes de ativacdo que podem ser utilizadas em redes neurais, como a funcéo
sigmoide e a funcéo tangente hiperbdlica. A escolha da funcéo de ativagédo pode
ter um impacto significativo no desempenho da rede neural (Haykin, 1998). A
saida do neurénio €, entéo, o resultado da aplicacéo da funcao de ativacédo. Esse
valor de saida sera transmitido para os neurénios da proxima camada da rede

neural, caso existam, dando continuidade ao processamento das informagdes.

Outro parametro importante é o bias (viés), presente no neurénio. O viés
€ adicionado a soma ponderada antes da aplicacdo da funcdo de ativacéo,
permitindo ajustar o ponto de partida da fungéo. Isso proporciona maior controle
sobre o comportamento e a flexibilidade do neurdnio durante o processo de
aprendizado de padrées complexos. A inclusédo do viés é essencial para garantir
gue o neurdnio possa se adaptar melhor aos dados de entrada e realizar suas
tarefas de forma mais eficiente e precisa (Du et al., 2018).

Em conjunto, essas etapas de processamento do neurdnio artificial
constituem a base do funcionamento das redes neurais, permitindo a realizacao
de tarefas de aprendizado, classificacéo, previsao e resolucéo de problemas em
diversas areas da inteligéncia artificial. Conforme Wilamowski (2009) e Seabold

(2010), os tipos de arquiteturas de redes neurais citados sao:

e Multilayer Perceptron (MLP): A arquitetura MLP é a mais antiga e uma
das mais comumente utilizadas entre as topologias de redes neurais. Ela
consiste em varias camadas de neurdnios interconectados, incluindo uma
camada de entrada, uma ou mais camadas ocultas e uma camada de
saida. No entanto, as arquiteturas MLP raramente produzem resultados
satisfatorios.

e Bridged Multilayer Perceptron (BMLP): A arquitetura BMLP é uma

variagdo do MLP em que sdo permitidas conexdes entre as camadas,
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representadas por linhas pontilhadas na rede. Essa arquitetura €
considerada mais poderosa do que o MLP tradicional.

e Fully Connected Cascade (FCC): A arquitetura FCC é outro tipo de
topologia de rede neural que inclui apenas conexdes diretas (feed-
forward). Ela € relativamente simples e eficiente, especialmente para
problemas menores.

e Radial Basis Function (RBF), Counterpropagation, ou Learning Vector
Quantization (LVQ) networks: As RBF usam fun¢des de base radial como
ativacdo, sendo adequadas para aproximacao de funcdes e classificacao.
As redes de contrapropagacdo possuem uma camada de entrada e uma
camada competitiva de saida, usadas para agrupamento e classificacéo.
Ja as redes LVQ sdo supervisionadas e Uteis no reconhecimento de
padrées, treinadas para mapear vetores de entrada em classes

especificas.

e Recurrent Neural Network (RNN): As RNN s&do um tipo de rede neural
artificial que possui uma memodria interna e séo projetada para lidar com
dados sequenciais, como séries temporais, texto e fala, nos quais a ordem
dos dados € importante. Essa memodria interna permite que as RNN
considerem informagBes anteriores para afetar as saidas atuais,
tornando-as adequadas para tarefas sequenciais. O texto parece se
concentrar na explicacdo dos fundamentos das RNN, incluindo sua
formulacdo formal a partir de equacbes diferenciais e técnicas
associadas, como o "unrolling” (desenrolamento) de uma RNN.

A escolha da arquitetura de uma rede neural pode influenciar
significativamente o processo de treinamento, sendo essencial considerar
diferentes topologias e algoritmos de aprendizado para alcancar resultados
otimizados (Wilamowski, 2009). Os algoritmos de treinamento sdo responsaveis
por ajustar os pesos das conexdes entre 0s neurdnios de modo que a rede possa

aprender a partir de dados de entrada (Haykin, 1998).
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4 METODOLOGIA

Neste capitulo apresentaremos a metodologia utilizada no trabalho para
prever o consumo de energia elétrica no Brasil, utilizando a aplicacdo de quatro
técnicas amplamente reconhecidas: Suavizacdo Exponencial, ARIMA, MVS e
RNA.

4.1 PROCEDIMENTOS METODOLOGICOS

Para propor o procedimento metodoldgico do trabalho, foi essencial
considerar os pontos de convergéncia e as semelhancas presentes em cada um
dos métodos selecionados: Suaviza¢do Exponencial, ARIMA, MVS e RNA. Ao
utilizar as mesmas séries temporais para aplicar essas técnicas, buscamos obter
uma avaliacdo justa e comparativa do desempenho de cada modelo na previséo
do consumo de energia elétrica no Brasil.

Ao analisar os pontos em comum entre 0os metodos, pudemos identificar
as etapas fundamentais que compdem o procedimento metodologico. Iniciamos
com a escolha das ferramentas e bibliotecas apropriadas para a aplicacdo das
técnicas de previsdo selecionadas. Em seguida, a coleta de dados sobre o
consumo de energia elétrica no Brasil. Prosseguimos com o pré-processamento
e analise dos dados, nas quais nos certificamos de preparar as informacdes de

maneira adequada para o treinamento dos modelos.

Ao utilizar as mesmas séries temporais, garantimos a igualdade nas
condicBes de teste e avaliacdo de cada modelo. Isso é fundamental para uma
analise do desempenho relativo de cada técnica e possibilita uma escolha mais
fundamentada do modelo mais adequado para a previsdo do consumo de

energia elétrica.

Considerar os pontos semelhantes entre os métodos também nos permitiu
identificar as particularidades de cada abordagem. Dessa forma, foi possivel
explorar as vantagens e limitagBes individuais de cada técnica, bem como
compreender como elas podem se complementar para fornecer resultados mais

robustos e precisos.
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Ao levar em conta os pontos de convergéncia e semelhancas entre as
técnicas e ao utilizar as mesmas séries temporais para sua aplicacdo, pudemos
desenvolver um procedimento metodolégico coeso e abrangente para prever o
consumo de energia elétrica no Brasil. Essa abordagem nos permite avaliar as
técnicas de forma justa e embasar nossas conclusbes de maneira solida,

garantindo a confiabilidade dos resultados obtidos no trabalho.

4.2 BIBLIOTECAS E FERRAMENTAS PARA ANALISE DE DADOS

Ao escolher ferramentas para aplicar algoritmos em andlise de dados e
aprendizado de maquina com Python, foi essencial considerar a natureza e o
tamanho dos conjuntos de dados, os tipos de andlises a serem realizadas e 0s
requisitos especificos do projeto. A comunidade Python oferece uma ampla
variedade de bibliotecas e ferramentas que podem ser combinadas para atender

as necessidades especificas de cada tarefa (Stancin; Jovi¢, 2019).

O Python € uma linguagem de programacao extremamente versatil, sendo
amplamente utilizada na comunidade de ciéncia de dados e aprendizado de
maquina. Sua sintaxe simples e legivel torna o cédigo mais compreensivel e

facilita a colaboragcéo em projetos complexos (Stancin; Jovi¢, 2019).

Ao aplicar técnicas de previsdo em Python, utilizaremos algumas
bibliotecas para implementacao. Abaixo esta uma lista das bibliotecas utilizadas
e uma breve descricdo de cada uma delas, segundo Seabold (2010) e Stancin
(2019):

° Statsmodels: Oferece uma implementacdo robusta e flexivel de
modelos estatisticos, incluindo modelos de suavizagdo exponencial e
modelos ARIMA. Ela também oferece recursos adicionais, como
diagnosticos de residuos e previsdes de intervalo de confianca (Seabold;
Perktold, 2010).

° Scikit-learn: Oferece uma variedade de algoritmos para tarefas

como classificagdo. A biblioteca é valorizada por sua eficiéncia e

facilidade de uso, tornando o processo de implementacdo de algoritmos
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de aprendizado de maquina mais acessivel para os usuarios (Stancin;
Jovic¢, 2019).

° Keras: Focada em redes neurais, e é conhecida por ser facil de
usar, especialmente para a construgcao e prototipagem de redes neurais.
Keras fornece uma Application Programming Interface (“Interface de
Programacao de Aplicagao”) de alto nivel, que pode ser executada em
cima de outras bibliotecas de aprendizado de maquina, como o
TensorFlow, permitindo criar redes neurais de forma répida e intuitiva
(Stancin; Jovic, 2019).

° Pandas: E essencial para anélise de dados em Python. Ela oferece
estruturas de dados poderosas, como a Series e o DataFrame, que
permitem manipular e analisar dados de maneira eficiente. Com o
Pandas, é possivel carregar dados de diferentes fontes, prepara-los,
limpar dados ausentes, fazer sele¢des, filtragens e agregacdes, tornando
todo o processo de andlise de dados mais produtivo (Stancin; Jovi¢,
2019).

° NumPy: Oferece suporte para arrays multidimensionais eficientes
e funcbes mateméticas de alto desempenho para trabalhar com esses
arrays. O NumPy ¢é amplamente utilizado para realizar operacdes
numeéricas em larga escala, sendo a base para varias outras bibliotecas
de ciéncia de dados (Stancin; Jovi¢, 2019).

° Matplotlib: E uma biblioteca para criacdo de graficos em Python.
Ela permite criar uma ampla variedade de gréaficos estaticos. E uma
biblioteca robusta que facilita a visualizagcdo de dados e resultados de
andlises de forma clara e informativa (Stancin; Jovi¢, 2019).

° Plotly: E outra biblioteca de visualizacdo em Python. No entanto,
diferentemente do Matplotlib, ela permite criar graficos interativos e
visualiza¢des para web. Essa biblioteca € especialmente Gtil para criar
graficos interativos, que podem ser explorados e manipulados pelo

usuario (Stancin; Jovi¢, 2019).

Essas bibliotecas foram selecionadas com base em sua eficiéncia,

integracao e na possibilidade de utilizagcdo no Jupyter Notebook. Com o suporte
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dessas bibliotecas, o Jupyter Notebook oferece uma base soélida para a

exploracéo e pré-processamento de dados (Kluyver et al., 2016).

4.3 COLETA DE DADOS PARA ANALISE E PREVISAO

A coleta dos dados foi realizada a partir da base de dados da EPE (EPE,
[202-?]), uma instituicAo governamental brasileira responsavel por produzir
estudos e andlises no setor de energia elétrica (Batista, 2003). Essa fonte
fornece informacdes cruciais para a analise e previsdo do consumo de energia,
permitindo o acesso aos dados em formatos adequados para a aplicacdo das

técnicas de previsao.

A atualizacdo desses dados € realizada pela equipe de Estatisticas
Energéticas na Superintendéncia de Estudos Econémicos e Energéticos da
EPE. Esse processo ocorre regularmente, com base nas informacgbes de
consumo fornecidas mensalmente pelos agentes do setor elétrico, por meio do
Sistema de Acompanhamento do Mercado (SAM). As reunifes da Comissao
Permanente de Analise e Acompanhamento do Mercado de energia Elétrica
(COPAM) também desempenham um papel importante na coleta dos dados
(EPE, [202-7)).

A base de dados da EPE contém informac¢Bes no formato XML,
posteriormente convertidas em um CSV. O arquivo contém uma série historica
gue inicia em 2004, com informacdes detalhadas sobre o consumo mensal e
anual de energia elétrica em niveis nacional, regional e por subsistemas. Esses
dados abrangem as classes residencial, industrial, comercial e outros (Seabold;
Perktold, 2010).

Para estruturar a base de dados com os 6.000 registros, divididos por
regido, més e tipo de consumo de energia elétrica, adotamos a seguinte estrutura

de colunas para o treinamento dos modelos:
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e Regido: Uma coluna que representa a regido geogréafica na qual o
consumo de energia ocorre.

e Data: Uma coluna que indica 0 més em gque o consumo de energia foi
registrado. Cada registro terd um valor correspondente ao més especifico
e ao ano especifico.

e Tipo de consumo: Uma coluna que descreve o tipo de consumo de
energia elétrica. Isso pode incluir as categorias: Residencial, Comercial,
Industrial e Outros.

e Consumo de energia: Uma coluna que registra a quantidade de energia

elétrica consumida em cada registro.

Essa estrutura permitiu a organizacdo dos dados de consumo de energia
elétrica de acordo com a regido, o més e o tipo de consumo. Com esses dados,
foi possivel realizar analises e obter informacfes para prever o consumo de

energia elétrica em todo o pais.

4.3.1 Pré-processamento dos dados

Os dados obtidos a partir da base de dados da EPE tém uma finalidade
essencial: facilitar a analise e previsdo do consumo de energia elétrica no Brasil.
Entretanto, é fundamental reconhecer que esses dados podem conter desafios

comuns que afetam a qualidade das anélises e modelagens.

Um desses desafios € a presenca de ruido nos dados, representando
valores incorretos ou irrelevantes, e inconsisténcias, que se referem a
discrepancias ou contradicfes nos registros. O processo de limpeza dos dados
é fundamental para identificar e solucionar esses problemas, visando evitar que

prejudiquem negativamente os resultados das analises (Batista, 2003).

Outra questao relevante é a existéncia de valores ausentes nos registros,

especialmente em campos como o consumo de energia. O tratamento adequado
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desses valores faltantes se torna imperativo para assegurar que nao impacte

negativamente a analise e a previsao.

Adicionalmente, a base de dados pode apresentar classes
desbalanceadas, ou seja, uma distribuicdo desproporcional entre as diferentes
categorias de consumo de energia. O desbalanceamento das classes pode gerar
resultados enviesados e pouco representativos. Assim sendo, técnicas de
balanceamento de classes devem ser empregadas, garantindo uma analise mais

precisa e abrangente.

Para assegurar a confiabilidade das analises e previsfes relacionadas ao
consumo de energia elétrica, é primordial conduzir um pré-processamento
minucioso dos dados. Isso envolve ndo apenas a limpeza para eliminagéo de
ruidos e inconsisténcias, como também o tratamento de valores ausentes e a
equalizacdo das classes (Batista, 2003). A estruturacdo dos dados em um
formato organizado, tal como detalhado anteriormente, desempenha um papel
crucial ao facilitar a aplicacdo de técnicas analiticas e algoritmicas.

A etapa de limpeza assume um papel fundamental ao detectar e tratar
guestdes comuns, tais como valores ausentes, duplicados, outliers (valores
discrepantes) e erros. Valores faltantes sdo preenchidos com base em médias
ou estimativas derivadas de outros dados. Outliers sdo tratados por meio de
exclusdo, garantindo que nao prejudiquem as andlises. Posteriormente, ocorre
a transformacao dos dados, voltada para a converséo dos dados brutos em um
formato mais adequado para analise. Isso engloba a conversdo de tipos de

dados, e a padronizacdo das colunas que contém informacfes de datas.

Figura 6 - Consumo de energia Elétrica no Brasil (2004-2023)

Fonte: elaborada pela propria autora
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Com o término do processo de pré-processamento dos dados, eles se
transformam em uma fonte confiavel e eficaz para analises futuras. Com os
dados devidamente preparados, foi possivel criar um grafico preciso sobre o

consumo real de energia elétrica no Brasil, conforme exemplificado na Figura 6.

4.3.2 Porcionamento dos dados

A separacao dos conjuntos de treinamento e teste é um passo crucial na
analise de séries temporais, permitindo avaliar a capacidade de generalizacao
do modelo de previsdo. Essa separacdo é realizada por meio de dois passos
essenciais: determinar a quantidade de dados a serem utilizados no treinamento
do modelo e no teste. Optamos por utilizar 70% da massa de dados para o
treinamento e os 30% restantes para o teste. A porcentagem utilizada para a

divisdo foi ajustada conforme a natureza do problema e os dados disponiveis.

Em seguida, dividimos a série temporal em dois grupos: um conjunto de
treinamento, com os primeiros dados até um tamanho predefinido, e um conjunto
de teste, com os dados restantes, conforme a Tabela 4.1. Esse procedimento
assegura que o modelo seja treinado com informacg@es histéricas conhecidas e,
posteriormente, testado em dados mais recentes, permitindo avaliar sua

capacidade de realizar previsdes precisas.

Tabela 2 - Distribuicdo dos Registros nos Conjuntos de Treinamento e Teste

Conjunto Quantidade de Registros
Treinamento 4200
Teste 1800

Fonte: elaborada pela prépria autora

A Figura 7 exibe visualmente essa distribuicdo de dados. No gréfico, a cor
azul representa o conjunto de treinamento, composto pelos 4200 registros,

engquanto a cor laranja simboliza o conjunto de teste, com os 1800 registros
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correspondentes. Essa visualizacdo permite uma compreensao clara da divisao

dos dados e como eles foram distribuidos nos conjuntos de treinamento e teste.

Figura 7 - Distribui¢cdo dos Dados
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Fonte: elaborada pela prépria autora

4.3.3 Decomposicéo da Série Temporal

ApoOs a etapa de preparacdo dos dados, avancamos para a decomposicao
da série, na qual examinamos detalhadamente sua tendéncia, sazonalidade e
ruido. Para atingir esse objetivo, empregamos transformacdes ou técnicas de
diferenciacdo. A decomposicdo da série é executada por meio da funcédo
seasonal_decompose da biblioteca statsmodels. Nossa escolha recaiu sobre 0
modelo multiplicativo, que presume que os componentes da série podem ser
multiplicados para reconstruir a série original. Uma vez que aplicamos essa

funcdo aos dados, obtemos os componentes fundamentais da série temporal.

Para plotar a tendéncia, os valores da série de tendéncia sao definidos
em fung&o do tempo, criando uma linha continua que descreve a direcao geral
dos dados. A Figura 8 representa a componente de tendéncia obtida apos a
decomposicdo da série temporal e, aparentemente, possui uma tendéncia
crescente. Em outras palavras, os dados estdo mostrando uma dire¢ao geral de
crescimento ao longo do periodo analisado. Isso pode indicar um aumento

continuo em algum fendmeno ou variavel ao longo do tempo.
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Figura 8 - Tendéncia Decomposta
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Fonte: elaborada pela prépria autora

Figura 9 - Sazonalidade Decomposta
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Fonte: elaborada pela propria autora

Ao identificar esse padrdo de crescimento na tendéncia, € importante
considerar seu significado e impacto na andlise dos dados. Esse comportamento
pode ter implicagBes importantes na formulagédo de estratégias ou na realizacéo
de previsfes futuras, pois indica uma tendéncia de aumento em direcéo a valores
mais altos (Brown, 1959). No gréafico de sazonalidade presente na Figura 9,

podemos identificar ciclos regulares que se repetem ao longo do periodo
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analisado. A amplitude desses ciclos indica o quao significativa é a sazonalidade
(Brockwell; Davis, 2002).

Os residuos em uma série temporal representam o que resta dos dados
apos a eliminacédo da tendéncia e da sazonalidade, essencialmente capturando
as flutuacoes aleatdrias e imprevisiveis. A analise desses residuos é crucial, pois
eles devem assemelhar-se a um "ruido branco", ou seja, nhdo devem mostrar
nenhum padrdo aparente ou tendéncia discernivel. Se padrdes ou
comportamentos ndo aleatérios forem identificados nos residuos, é necessario
refinamento do modelo ou consideracao de outros fatores na analise. Analisando
a Figura 10, é possivel perceber que essa condicdo € satisfeita, pois ndo é

possivel perceber sazonalidade ou tendéncia.

Figura 10 - Residuo Decomposto
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Fonte: elaborada pela prépria autora

A analise dos componentes da série temporal, apds a decomposicdo, nos
proporcionou a identificacdo da tendéncia de crescimento e a sazonalidade, o
gue nos permitiu entender melhor o comportamento dos dados ao longo do
tempo. A natureza do ruido branco nos residuos sugere que a série foi bem-

modelada, o que € essencial para a aplicacdo de modelos estatisticos eficazes.
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4.4 DETERMINACAO DOS PARAMETROS

4.4.1 Suavizagéo Exponencial

Com base na anélise detalhada dos padrbes extraidos da série temporal,
optamos pelo método de Suavizacdo Exponencial de Holt-Winters, uma
abordagem amplamente reconhecida por sua capacidade de lidar com dados
gue exibem complexidades em suas tendéncias e sazonalidades. A escolha do
método Holt-Winters foi orientada pela natureza dos padrdes identificados na
decomposicdo da série temporal (Holt, 2004; Winters, 1960).

A adequacdo desse método reside na capacidade de incorporar 0s
componentes de tendéncia e sazonalidade. Dessa forma, foi possivel capturar
de forma precisa as variagcdes ao longo do tempo e realizar previsées mais
precisas (Winters, 1960). A selecdo do método de previsdo, portanto, € um
reflexo direto da complexidade dos padrdes presentes nos dados,
proporcionando uma estrutura sélida para a geracdo de previsdes robustas e
informadas sobre o consumo futuro de energia elétrica. A inicializacdo dos
parametros desempenha um papel critico no processo. Esses parametros sao
essenciais para a maneira como o modelo interpreta e captura os padrées
presentes nos dados. A inicializacdo € o processo de atribuir valores iniciais a

esses parametros antes de ajustar o modelo aos dados de treinamento.

No método ExponentialSmoothing do pacote statsmodels, a inicializacéo
dos parametros é feita automaticamente durante o ajuste do modelo aos dados
de treinamento. Ao fornecer os dados de treinamento, 0 niumero de periodos
sazonais, a abordagem para modelar a tendéncia e a sazonalidade, o método
otimiza automaticamente os valores iniciais para o nivel, tendéncia e fatores de
suavizacao. O resumo gerado com o método hwes.summary() exibe os valores
otimizados para esses parametros, fornecendo uma visdo clara de como o
modelo foi ajustado aos dados de treinamento, os valores obtidos estdo

retratados na Tabela 3.
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Tabela 3 - Parametros Otimizados na Metodologia de Suavizacdo Exponencial

Parametro Valor Cédigo
Smoothing Level 0,7828571 Alpha
Smoothing Trend 0,0001 Beta

Smoothing Seasonal 0,1837363 Gamma

Nivel Inicial 2,7763e+07 L.O

Tendéncia Inicial 1,0033779 B.O
Sazonalidade Inicial 0,9895800 S.0

Fonte: elaborada pela prépria autora

4.4.2 ARIMA

Primeiramente, é definida uma funcao chamada
test_stationarity(timeseries), a qual recebe como entrada a série temporal para
analisar a estacionariedade. Dentro da funcédo, sao calculadas duas estatisticas
importantes: a média movel e o desvio padrdo moével da série. Isso € feito
utilizando a aplicagédo de uma janela deslizante de tamanho 12 sobre a série, ou
seja, a cada 12 pontos consecutivos, a média e o desvio padrdo sé&o
recalculados, gerando assim curvas suavizadas que mostram as tendéncias e a
variabilidade da série ao longo do tempo.

O préximo passo € a aplicacdo do teste Dickey-Fuller sobre a série
temporal. Esse teste é utilizado para verificar se a série é estacionaria ou nao.
Ele fornece um valor de teste estatistico e um valor p, selecionamos o valor de
0,05 como valor de referéncia para p. Os resultados do teste Dickey-Fuller
indicaram que o valor p de 0,601008, é maior do que 0,05, 0 que sugere que a
série ndo é estacionaria. Portanto, foi necessario realizar ajustes adicionais na
série para torna-la estacionaria antes de prosseguir com a analise de séries

temporais.
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Aplicamos uma técnica de diferenciacdo a série temporal original. Na
etapa seguinte, visualizamos, de forma grafica, as estatisticas de média moével e
desvio padrdo moével, juntamente com a série temporal original. Essa
representacdo visual € de suma importancia para reconhecer tendéncias,
padrées e variacbes que ocorrem ao longo do tempo, abrangendo tanto
tendéncias de longo prazo quanto alteracdes na amplitude das oscilacdes. A
Figura 11 apresenta a série original (em azul), a média mével (em vermelho) e o
desvio padrdao movel (em preto), criando uma representacdo visual clara das

transformacdes temporais.

Figura 11 - Média Movel e Desvio Padrdo Mével
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Fonte: elaborada pela prépria autora

Tabela 4 - Resultados do Teste Dickey-Fuller e Valores Correspondentes

Resultados Valores
Estatistica do Teste -4,469555
Valor p 0,000223

Fonte: elaborada pela prépria autora

Apés a diferenciagdo, uma nova aplicacdo do teste Dickey-Fuller é
conduzida na série temporal transformada. Os resultados do teste Dickey-Fuller

subsequente a diferenciacdo sdo apresentados na Tabela 4, exibindo
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parametros essenciais como o valor do teste estatistico e o valor p. E possivel
identificar a presenca de estacionariedade na série temporal apds a aplicacao
da diferenciagao.

Para determinar os parametros p, d e g, utilizamos a fungdo AutoARIMA
para determinar os parametros de forma automatizada. Ela realiza itera¢des ao
testar diferentes combinacdes de valores de p, d e q, selecionando os
parametros que resultam no melhor ajuste do modelo. Ao usar a funcdo
AutoARIMA, o processo de escolha dos parametros é simplificado e
automatizado. Isso evita a necessidade de uma exploracdo manual extensa dos
graficos de autocorrelacdo, tornando o processo mais eficiente e guiado por
critérios estatisticos. Dessa forma, determinamos os parametros para a técnica
do ARIMA.

4.4.3 Maquinas de Vetores de Suporte

O obijetivo principal é desenvolver um modelo capaz de fazer previsées
precisas com base nos padrdes identificados nos dados de treinamento, e
posteriormente avaliar seu desempenho nas amostras de teste utilizando.
Primeiro, as bibliotecas necessarias sdo importadas, incluindo a classe MVS do

ma&dulo Scikit-Learn para criar o modelo.

Determinaremos o kernel a ser utilizado, levando em consideracédo a
modelagem de relacdes complexas e ndo lineares entre varidveis. Nessa
abordagem, o modelo foi cuidadosamente configurado com parametros

essenciais: gamma, C e epsilon.

O parametro gamma desempenha um papel crucial no ajuste do modelo,
controlando a influéncia dos pontos de treinamento. Quanto maior o valor de
gamma, mais os pontos de treinamento tém um impacto localizado, resultando
em um modelo mais sensivel as varia¢gdes nos dados de entrada. Por outro lado,
um valor menor de gamma permite uma influéncia mais ampla dos pontos de

treinamento, resultando em um ajuste mais suave (Jakkula, 2011).
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O parametro C é um fator de regularizacdo que equilibra a busca pela
precisdo do modelo com a sua complexidade. Valores mais altos de C tendem a
priorizar um ajuste mais exato aos dados de treinamento, mas podem resultar
em um modelo mais complexo e suscetivel a overfitting. Em contrapartida,
valores menores de C tendem a favorecer um modelo mais simples, evitando um

ajuste excessivo aos dados de treinamento (Jakkula, 2011).

O epsilon, por sua vez, desempenha um papel importante ao determinar
a margem de erro aceitavel para as previsdes do modelo. Ele estabelece um
limite para a diferenca entre as previsdes e 0s valores reais, permitindo que o
modelo seja mais flexivel na acomodacéo das variacdes nos dados (Jakkula,
2011).

Vale destacar que os valores especificos dos parametros gamma, C e
epsilon foram otimizados por meio da técnica de Grid Search, a qual explora
diversas combinacdes desses parametros para encontrar a configuracdo mais
adequada ao problema em questdo. Essa abordagem visa obter um equilibrio
ideal entre precisdo e generalizacdo do modelo, resultando em previsdes mais

confiaveis e robustas para os dados de interesse.

Em seguida, o modelo passou por um processo de treinamento utilizando
os dados de treinamento e suas saidas desejadas. Apds a conclusdo do
treinamento, o modelo foi utilizado para fazer previsées tanto nos conjuntos de
treinamento quanto nos de teste, gerando matrizes de resultados. Para facilitar
a comparacdo com os valores reais, essas previsdes foram revertidas para a
escala original por meio de um processo de escalonamento. Com o objetivo de
possibilitar uma andlise visual, as datas correspondentes aos conjuntos de
dados de treinamento e teste foram extraidas. Isso permitiu a criagdo de graficos

que ilustram as previsdes feitas pelo modelo em relacdo aos valores reais.

4.4.4 Rede Neural Artificial

Para realizar a previsao de séries temporais, utilizamos uma rede neural

(RNA) com o framework TensorFlow/Keras. O processo comeg¢a com O
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carregamento das bibliotecas necessarias para processar e treinar a rede neural.
Em seguida, os dados sdo carregados a partir de um arquivo CSV utilizando o
pandas. A coluna 'Consumo de energia’ foi selecionada, representando o volume

de consumo de energia elétrica em intervalos mensais.

Para garantir que a rede neural seja capaz de aprender com os dados,
eles sdo normalizados usando a funcdo MinMaxScaler. A normalizacdo é
importante para evitar que valores maiores dominem o treinamento, 0 que

poderia prejudicar o desempenho da rede.

O cddigo faz uso da classe TimeseriesGenerator do Keras para criar um
gerador de séries temporais. Esse gerador divide os dados de treinamento em
sequéncias de tamanho definidos na sec¢édo 3.3.2, especificamente, n_input, e
também os dados de teste. Cada uma dessas sequéncias é utilizada como
entrada para o modelo, e a préxima observacdo subsequente é usada como a

saida correspondente.

Ao dividir os dados em sequéncias, o gerador estabelece uma relacéo
direta entre as entradas e as saidas subsequentes. Isso capacita a rede neural
a entender a dependéncia entre os valores passados e futuros da série temporal.
Esse processo de treinamento sequencial € fundamental para modelar e
capturar a dinamica temporal presente nos dados de série temporal (Li et al.,
2020). A abordagem de usar sequéncias como entrada e saida permite que a
rede neural aprenda a reconhecer padrbes complexos ao longo do tempo,

aprimorando assim suas capacidades de previsao.

A etapa central é a criagdo do modelo RNA. Um modelo sequencial é
criado usando o Keras, que € uma pilha linear de camadas. Primeiramente, uma
camada densa com 100 neurdnios é adicionada para capturar os padroes
temporais nos dados. Em seguida, uma camada de saida com um Unico neurdnio
€ incorporada. O modelo é treinado usando o gerador de séries temporais criado
previamente, e o processo de treinamento € realizado por 50 épocas, ajustando
0S pesos da rede com o objetivo de minimizar o erro quadratico médio entre as
previsdes e o0s valores reais. Esse numero de épocas foi escolhido com base em

uma combinacg&o de experimentagéo e consideracdes praticas.
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Apés o treinamento, o codigo realiza previsbes sequenciais para o
conjunto de teste. A cada iteracdo do loop, a rede neural prevé a proxima
observacdo com base nas observacbes anteriores. As previsdes sao, entao,
transformadas de volta para a escala original, a fim de facilitar a interpretacéo e

a comparacao com os valores reais.

4.5 METRICAS DE AVALIACAO

De acordo com as consideracdes de Chicco, Warrens e Jurman (2021),
as métricas de avaliacdo mencionadas sdo positivamente incorporadas a
metodologia da pesquisa para uma analise abrangente e precisa do

desempenho dos modelos.

Mean Absolute Error: E uma métrica que mede o erro absoluto médio
entre os valores reais e 0s valores previstos pelo modelo de regressao. Ela é
calculado como a média das diferencas absolutas entre os valores reais e
previstos. O MAE é util para avaliar a magnitude média dos erros do modelo,
mas nao leva em consideracao a direcao dos erros (Chicco; Warrens; Jurman,
2021).

Mean Squared Error: E uma métrica que mede o erro quadratico médio
entre os valores reais e 0s valores previstos pelo modelo de regressao. Ela é
calculado como a média das diferencas ao quadrado entre os valores reais e
previstos. O MSE é sensivel a outliers, uma vez que os erros sado elevados ao
qguadrado. Valores mais baixos de MSE indicam um melhor ajuste do modelo aos

dados (Chicco; Warrens; Jurman, 2021).

Root Mean-Squared Error: E a raiz quadrada do MSE e representa a
meédia da raiz quadrada das diferencas ao quadrado entre os valores reais e
previstos. O RMSE é uma medida de erro semelhante ao MSE, mas esta na
mesma escala das unidades originais dos dados, sendo interpretavel mais
facilmente. Assim como o MSE, valores mais baixos de RMSE indicam um

melhor ajuste do modelo (Chicco; Warrens; Jurman, 2021).
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5 RESULTADOS E DISCUSSOES

A técnica proposta para prever o consumo de energia elétrica no Brasil €
baseada em uma abordagem abrangente e comparativa, envolvendo a aplicacao
de quatro técnicas de previsdo amplamente reconhecidas: Suavizacao
Exponencial, ARIMA, MVS e RNA. Essa metodologia foi desenvolvida com o
objetivo de proporcionar uma andlise robusta e precisa das tendéncias de
consumo de energia elétrica, permitindo uma compreensdo mais profunda dos
padrdes temporais e sazonais presentes nos dados.

A decomposicdo da série temporal € realizada para analisar a tendéncia,
a sazonalidade e o ruido presentes nos dados. Esse processo € realizado
utiizando o método de Suavizacdo Exponencial de Holt-Winters, que €
especialmente adequado para lidar com dados que exibem complexidades em
suas tendéncias e sazonalidades. O método ARIMA é aplicado para modelar os
componentes autoregressivos e de média moével da série temporal, a fim de

identificar padrdes temporais e sazonais.

Sao determinados parametros criticos, como gamma, C e epsilon, para
criar um modelo que possa fazer previsdes precisas e equilibradas. Essa técnica
€ particularmente til para capturar relacbes complexas e ndo-lineares entre as
variaveis de consumo de energia elétrica. A técnica de RNA utiliza uma rede
neural para modelar os padrbes temporais nos dados de consumo de energia
elétrica. Essa arquitetura permite que a rede aprenda a dependéncia entre 0s
valores passados e futuros da série temporal, melhorando sua capacidade de

fazer previsdes precisas.

7

A avaliacdo das técnicas é conduzida por meio de métricas de
desempenho, que permitem comparar o desempenho dos modelos em relacao
aos valores reais de consumo de energia elétrica foi feita utilizando somente o

conjunto de teste.

A proposta de Previsdo de Consumo de energia Elétrica no Brasil &
delineada por meio de um conjunto de etapas profundamente interconectadas,
todas direcionadas ao objetivo central de avaliar a precisdo de diferentes

técnicas de previsdo. O diagrama esquematico que ilustra a sequéncia de
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execucdo dessas etapas pode ser visualizado na Figura 12. Cada etapa do

fluxograma desempenha um papel fundamental na construcédo e refinamento da

analise dos modelos.

Figura 12 - Fluxograma da Proposta de Previsdo de Consumo de energia Elétrica no Brasil
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5.1 SUAVIZACAO EXPONENCIAL
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Nesta secdo, exploramos os resultados da previsdo do consumo de
energia elétrica no Brasil utilizando a técnica de Suavizacdo Exponencial de Holt-
Winters. Embora a Suavizacdo Exponencial seja uma abordagem amplamente
utilizada para modelar séries temporais e tenha mostrado eficacia em capturar
padrées sazonais e de tendéncia, nossas descobertas destacam algumas
limitagcbes importantes associadas a essa técnica especifica.

Ao aplicar a Suavizacdo Exponencial para a previsdo do consumo de
energia elétrica, obtivemos resultados promissores, porém, uma analise mais
profunda revela que a técnica pode nao ser tdo confiavel quanto inicialmente
esperavamos. A Tabela 5 apresenta os resultados detalhados da previsédo

utilizando Suavizagéo Exponencial:

Tabela 5 - Avaliagdo de Desempenho da Previséo utilizando Suavizacdo Exponencial

Métrica Valor
Mean Absolute Error (MAE) 0,656307
Mean Squared Error (MSE) 0,0391339

Root Mean-Squared Error

0,1979314
(RMSE)

Fonte: elaborada pela prépria autora

Os resultados obtidos a partir dos valores do MAE revelam que as
previsbes derivadas da técnica de Suavizacdo Exponencial apresentam um
desvio médio de 0,1656 unidades em rela¢do aos valores reais do consumo de
energia elétrica. Esse resultado sugere que as estimativas geradas por essa

abordagem podem estar consideravelmente afastadas da realidade.

Avaliando o desempenho por meio da MSE e da RMSE é ainda mais
evidente a limitacéo da técnica de Suavizacdo Exponencial. Os valores elevados
dessas meétricas destacam que as previsbes frequentemente apresentam
desvios significativos em relagdo aos valores reais, resultando em um nivel

consideravel de erro quadratico médio.
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A Figura 13 complementa essa analise ao apresentar o gréfico
comparativo das previsdes, em laranja, e dos valores reais, em azul. Nota-se
que as discrepéancias na previsdo sao mais notaveis, especialmente no inicio do
periodo analisado. Essa observacao reforca as limitacbes apontadas nas
métricas de erro mencionadas anteriormente e sublinha a necessidade de
aprimoramentos na técnica de Suavizacdo Exponencial para melhor capturar os

padrdes complexos presentes nos dados.

Figura 13 - Previsao versus Consumo Efetivo de energia Elétrica: Suavizacdo Exponencial
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Fonte: elaborada pela prépria autora

A analise do gréfico e das métricas destaca a necessidade de considerar
cuidadosamente as limitacbes da Suavizacdo Exponencial ao utilizar o método
para prever o consumo de energia elétrica. Embora a técnica tenha mostrado
promessas iniciais, sua falta de confiabilidade em produzir previsdes precisas e
consistentes levanta preocupacdes sobre sua aplicabilidade pratica em cenarios

de previsao de longo prazo.

5.2 ARIMA

Os resultados obtidos ao aplicar a metodologia ARIMA para prever o

consumo de energia elétrica no Brasil sdo apresentados na Tabela 6. A Tabela
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oferece uma visdo abrangente do desempenho da abordagem ARIMA na

previsao, revelando importantes métricas de avaliacéo:

Tabela 6 - Avaliagdo de Desempenho da Metodologia ARIMA

Métrica Valor
Mean Absolute Error (MAE) 0,0923561
Mean Squared Error (MSE) 0,0187832

Root Mean-Squared Error

‘0,1347583
(RMSE)

Fonte: elaborada pela prépria autora

A metodologia ARIMA combinou componentes autoregressivos,
integrados e de média moével para modelar padrées temporais complexos
presentes nos dados de consumo de energia elétrica. A etapa de diferenciacdo
integrada permitiu transformar a série temporal original em uma série
estacionaria, tornando-a mais adequada para a modelagem ARIMA. A
identificacdo dos parametros p, d e g do modelo ARIMA foi realizada de forma
automatizada, simplificando o processo de selecdo e resultando em uma
abordagem mais eficiente em comparag¢do com métodos manuais.

A representacédo grafica das estatisticas de média movel e desvio padréo
movel, juntamente com a série temporal original, ofereceu informacdes visuais
valiosas sobre tendéncias, padrdes e variagdes ao longo do tempo. A aplicacéo
do teste Dickey-Fuller auxiliou na avaliacdo da estacionariedade da série,

garantindo que o modelo ARIMA fosse aplicado a dados apropriados.

O gréafico apresentado na Figura 14 ilustra a previsdo (em laranja) em
comparacdo com o consumo real (em azul). Uma andlise visual rapida revela
uma notavel proximidade entre os valores previstos e reais. Esse alinhamento
mais estreito entre as previsoes e a realidade desempenha um papel crucial na
otimizacdo da alocacdo de recursos e na tomada de decisdes informadas em

relacdo a gestao energética.
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Figura 14 - Comparacao entre Previsdo (laranja) e Consumo Real (azul) de energia Elétrica
pelo método ARIMA
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Fonte: elaborada pela prépria autora

A abordagem ARIMA demonstrou ser robusta e eficaz na previsdo do
consumo de energia elétrica no Brasil. Suas conquistas superiores em
comparacao com o modelo de Suavizacdo Exponencial ressaltaram sua notavel
aplicabilidade e potencial para aprimorar significativamente a precisdo das

previsoes.

5.3 MAQUINAS DE VETORES DE SUPORTE

Durante a avaliagcdo do modelo de Maquinas de Vetores de Suporte para
previsdo de consumo de energia elétrica, dedicamos uma fase crucial a
otimizacdo dos parametros essenciais, visando alcancar um desempenho
maximizado. Nesse processo de aprimoramento, seguimos uma abordagem
sequencial, priorizando as configuragbes que resultassem em erros de previséo
minimizados, conforme as métricas de avaliacdo analisadas.

A primeira etapa desse processo envolveu a selecado da funcéo de kernel
mais apropriada. Diversas fun¢des de kernel foram testadas, e a fungcdo RBF se
destacou ao proporcionar os melhores resultados. A funcdo RBF demonstrou
habilidade para acompanhar de maneira eficaz a variagdo do consumo de
energia elétrica observada durante o periodo da pandemia. Os resultados
promissores obtidos por meio da aplicagcéo da técnica de Maquinas de Vetores
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de Suporte para a previsao de consumo de energia elétrica sdo apresentados na
Tabela 7.

Tabela 7— Métricas de Avaliacdo MVS

Métrica Valor
Mean Absolute Error (MAE) 0,0367781
Mean Squared Error (MSE) 0,0046713

Root Mean-Squared Error

0,0465637
(RMSE)

Fonte: elaborada pela prépria autora

A interpretacdo dessas métricas ressalta o desempenho promissor do
modelo MVS na previsdo de consumo de energia elétrica. Valores baixos em
todas as métricas indicam uma precisdo substancialmente maior das previsdes

em relacdo aos valores reais.

Essa andlise revela um progresso notavel em comparacdo com as
técnicas de Suavizacdo Exponencial e ARIMA, anteriormente exploradas. Ao
demonstrar um desempenho superior, 0 MVS evidencia seu potencial para fazer
contribuicdes substanciais no ambito das tomadas de decisdes estratégicas e do
planejamento otimizado do fornecimento de energia elétrica.

Na Figura 15, podemos ver o grafico representativo da previsao e do
consumo real de energia elétrica. Esse visual ilustrativo reforca de maneira
concreta a precisdo da previsdo do modelo MVS, enfatizando como suas
estimativas estao alinhadas de forma notavel com os valores reais de consumo.
Esse aspecto visual ndo apenas corrobora a validade do modelo, mas também
torna tangivel seu papel na otimizacdo das operacdes e na gestédo eficaz dos

recursos energeéticos.
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Figura 15 - Previsédo utilizando o método MVS
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Fonte: elaborada pela prépria autora

Comprovando sua capacidade, o MVS nao apenas oferece uma previsao
confidvel, mas também abre portas para aprimorar significativamente a forma
como abordamos a gestdo e a alocagéo dos recursos energéticos. A habilidade
do MVS em capturar padrées complexos e sutilezas nos dados de consumo
elétrico resulta em uma ferramenta confiavel para informar as estratégias de

suprimento energético.

5.4 REDE NEURAL ARTIFICIAL

Em nossa busca continua por aprimorar a precisdo das previsdes de
consumo de energia elétrica no contexto especifico do Brasil, exploramos o
potencial das Redes Neurais. Inicialmente, direcionamos nossos esforcos para
a implementacdo de um MLP, uma abordagem padrdo em aprendizado de
magquina. Entretanto, ao aplicarmos o MLP a nossa série temporal de consumo
de energia elétrica no Brasil, os resultados alcancados ndo atenderam as nossas
expectativas de precisao.

Diante desse desafio, redirecionamos nossa abordagem e voltamos
nossa atencdo para as Redes Neurais de Longa Memaria de Curto Prazo, uma
variacao avangada das redes neurais recorrentes. A escolha da RNA se mostrou

7z

estratégica, uma vez que essa arquitetura € especialmente adequada para
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capturar dependéncias temporais de longo alcance (Li et al., 2020), o que é
crucial para a previsao precisa de séries temporais complexas, como 0 consumo

de energia elétrica.

Ao considerar a natureza peculiar da série temporal de consumo de
energia elétrica no Brasil, caracterizada por varia¢cdes sazonais, tendéncias de
longo prazo e fatores imprevisiveis, reconhecemos que uma abordagem mais
sofisticada era necessaria. A escolha da RNA ndo apenas respeitou essa
complexidade, mas também se alinhou com nossa meta de obter resultados mais
promissores. Avaliar a performance de modelos de previsdo é fundamental para
entender a confiabilidade de suas estimativas. A Tabela 8 apresenta os

resultados detalhados da previséo utilizando a RNA.

Tabela 8 - Métricas de Desempenho da Previsdo com RNA

Métrica Valor
Mean Absolute Error (MAE) 0,0230906
Mean Squared Error (MSE) 0,0038744

Root Mean-Squared Error

0,0263905
(RMSE)

Fonte: elaborada pela prépria autora

Os resultados claramente evidenciam a notavel superioridade da
abordagem RNA em relacéo a outras metodologias, tanto em termos de precisédo
qguanto de confiabilidade, no contexto da previsdo de consumo de energia
elétrica. O valor do MAE é de 0,0230906, indicando que, em média, as previsdes
geradas pela RNA desviam cerca de 0,0230906 unidades dos valores reais.
Esse desvio médio atesta a impressionante capacidade da RNA em capturar 0os
padrdes subjacentes presentes na série temporal. Ao considerarmos o MSE de
0,0038744 e a RMSE de 0,0263905, é possivel observar um nivel
consistentemente baixo de erro quadratico médio entre as previsées e 0s valores

reais.
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A proeminente superioridade da abordagem RNA deriva de sua habilidade
impar em capturar relacées complexas e nao lineares presentes nos dados, bem
como de sua competéncia em aprender sequéncias de padrdes de longo
alcance. Cabe ressaltar, entretanto, que a RNA possui uma complexidade
computacional mais elevada em comparacdo com abordagens mais simples (Li
et al., 2020).

Com uma abordagem visual, a Figura 16 traz uma representacao grafica
que ressalta as previsdes em laranja e os valores reais em azul, permitindo uma
compreensdo imediata das semelhangas entre essas duas séries. Essa
visualizacdo oferece uma perspectiva tangivel das tendéncias, flutuacdes e
desvios presentes ao longo do periodo analisado. A clareza proporcionada pela
Figura 16 contribui para uma analise mais profunda do desempenho da
abordagem RNA na previsdo do consumo de energia elétrica, permitindo
identificar os momentos de maior alinhamento ou divergéncia entre as previsdes
e os dados reais. Os resultados enfatizam a eficacia da abordagem RNA na
previsao do consumo de energia elétrica, destacando sua habilidade singular em

apreender padrdes complexos e a sequencialidade intrinseca dos dados.

Figura 16 - Comparacao entre Previsdes e Valores Reais de Consumo de energia Elétrica
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Fonte: elaborada pela prépria autora

5.5 COMPARACAO ENTRE OS METODOS



71

A analise comparativa dos métodos de previsdo de consumo de energia
elétrica no Brasil - Suavizacdo Exponencial, ARIMA, MVS e RNA - revela
informacgdes valiosas sobre suas capacidades e limitagdes.

A técnica de Suavizagdo Exponencial € amplamente utilizada para
modelar séries temporais e mostra eficacia na captura de padrbes sazonais e de
tendéncia. No entanto, suas limitacbes se tornam evidentes ao apresentar
desvios significativos em relagdo aos valores reais, resultando em menor
precisdo em comparacdo com outros métodos. Os desvios em relacdo aos
valores reais, como evidenciado pelo Mean Absolute Error de 0,1656, levantam

preocupacdes sobre sua confiabilidade.

O modelo ARIMA, por sua vez, exibe uma boa precisdo na previsao e é
capaz de lidar com componentes autoregressivos, integrados e de média movel,
0 que o torna eficaz na modelagem de padrdes temporais lineares. No entanto,
suas limitacdes residem na possivel falta de eficacia na captura de padrdes nao
lineares e complexos. As métricas, como o MSE de 0,0187, indicam uma
melhoria em relacdo a Suavizacdo Exponencial, mas h& espaco para

aprimoramento.

Os resultados evidenciaram um desempenho superior do modelo ARIMA
em comparacdo com o modelo de Suavizacdo Exponencial, anteriormente
utilizado para prever o consumo de energia elétrica. Essas métricas de avaliacao
destacaram a maior precisao do ARIMA na previsao, crucial para tomar decisdes

informadas e otimizar a gestao de recursos.

As Maquinas de Vetores de Suporte se destacam ao proporcionar uma
precisdo substancialmente maior das previsdes em relacdo aos valores reais.
Essa abordagem é capaz de capturar relagdes complexas e minimizar erros. No
entanto, a otimizacdo de parametros € necessaria, e foi exigente em termos
computacionais. A abordagem MVS se destaca com métricas promissoras, como
MAE de 0,0367, sinalizando uma precisédo substancialmente maior em relagéao
aos valores reais. No entanto, requer otimizacdo de parametros e pode ser

computacionalmente intensivo.

Essa andlise revela um progresso notavel em comparacdo com as

técnicas de Suavizagcdo Exponencial e ARIMA, anteriormente exploradas. Ao
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demonstrar um desempenho superior, 0 MVS evidencia o seu potencial para
fazer contribuicbes substanciais no ambito das tomadas de decisdes

estratégicas e do planejamento otimizado do fornecimento de energia elétrica.

A RNA emerge como a vencedora clara. Com um MAE de apenas 0,0231,
demonstra notavel superioridade em precisdo e confiabilidade. A RNA capta
relacbes complexas e sequenciais, sendo especialmente adequada para séries
temporais complexas como 0 consumo de energia elétrica. Apesar da
complexidade computacional mais alta, sua habilidade em modelar padrdes de
longo alcance a torna a opg¢ao preferida para decisdes informadas e otimizacao

da gestao de recursos.

A RNA se destaca como a melhor escolha para a previsdo de consumo
de energia elétrica no Brasil. Sua capacidade de previsdo precisa e confiavel,
juntamente com a habilidade de modelar padrbes complexos, a coloca a frente
das outras abordagens consideradas, impulsionando a tomada de decisdes

informadas e otimizacdo dos recursos energéticos.

No entanto, é importante destacar que a escolha do modelo final deve
considerar ndo apenas as métricas de avaliacdo, mas também a adequacao do
modelo as caracteristicas dos dados, a simplicidade do modelo, a
interpretabilidade das previsées e a eficiéncia computacional. A avaliacao
completa deve considerar um equilibrio entre esses fatores para selecionar a
abordagem mais adequada para a previsdo do consumo de energia elétrica no

Brasil.
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6 CONCLUSAO

A andlise realizada demonstra a importancia e a viabilidade das
abordagens avancadas de previsao, utilizando tanto métodos tradicionais quanto
técnicas de Inteligéncia Artificial (IA) e Aprendizado de Maquina (ML), no
contexto da previsdo de consumo de energia elétrica no Brasil. O setor
energético desempenha um papel fundamental na busca por solucdes
sustentdveis diante das preocupacdes globais com as mudancgas climéticas, e a
precisdo das previsdes € essencial para garantir um fornecimento eficiente e

sustentavel.

A comparacédo detalhada entre abordagens estatisticas e modelos de ML,
forneceu informacdes valiosas sobre suas respectivas capacidades e limitacdes.
A analise demonstra que a escolha da técnica de previsao deve considerar uma
série de fatores, incluindo desempenho, adaptabilidade, complexidade

computacional e a adequacédo aos dados especificos.

No contexto especifico da previsdo de consumo de energia elétrica no
Brasil, a abordagem vencedora € claramente a RNA. Sua capacidade de modelar
padrées complexos, sazonalidades e relagcdes nédo lineares nos dados de
consumo de energia elétrica a torna uma escolha superior. Embora possa
requerer mais recursos computacionais, seus beneficios em termos de preciséo

e capacidade de previsdo superam amplamente essa consideracao.

No entanto, é fundamental reconhecer que cada técnica abordada tem
seu préprio conjunto de vantagens e desafios, e a selecdo da abordagem
adequada dependerd das necessidades especificas da empresa do setor
energético. As conclusbes deste estudo fornecem uma base soélida para a
tomada de decisdes informadas, otimizagcdo de recursos e gestdo eficaz do

consumo de energia elétrica.

Em dltima analise, este trabalho contribui significativamente para a
compreensao das melhores praticas na previsdo de consumo de energia elétrica.
A medida que o cenario global continua a evoluir, a aplicacdo de abordagens

avancadas de previsdo, como a Rede Neural Artificial RNA, permitira uma
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adaptacdo mais agil e uma resposta mais eficaz aos desafios futuros,

promovendo um futuro energético mais sustentavel e confiavel para o Brasil.
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